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1. INTRODUCTION 

 

 

1.1. Membership and Meetings 
 

Membership. The Committee appointed by 
the 26th ITTC consisted of the following 
members: 

 
 Dr. A. M. Reed (Chairman) 

Carderock Division, Naval Surface 
Warfare Centre (NSWCCD), USA 

 Mr. A. Peters (Secretary) 
QinetiQ, Haslar, UK 

 Professor W. Y. Duan 
 Harbin Engineering University, 
China 

 Assoc. Professor P. Gualeni 
 University of Genoa, Italy 

 Assoc. Professor T. Katayama 
Osaka Prefecture University, Japan 

 Dr. G. J. Lee 
 Korea Research Institute of Ships & 
Ocean Engineering (KRISO), S. Korea 

 Dr. F. van Walree 
Maritime Research Institute Netherlands 
(MARIN), the Netherlands 
 

The committee would like to acknowledge 
the valuable contributions of wave data to the 
reviews from MARIN; and the work from Joel 
Park and John Telste from NSWCCD for their 

contributions on uncer- tainty and extreme 
waves, respectively. 
 

Meetings. Four Committee meetings were 
held as follows: 
 Osaka, Japan - February 2012 
 Athens, Greece - September 2012 
 Washington, D.C, USA  - June 2013 
 Daejeon, Korea - March 2014 

 
 

1.2. Tasks from the 26th ITTC 
 
 Update the state-of-the-art for predicting 
ship stability in waves, emphasizing develop-
ments since the 2011 International Towing 
Tank Conference (ITTC). The committee re-
port should include sections on: 
 

a. Definition of loss and survival of a ship 
(particularly damaged ships); 
 

b. The amount of detail required for 
modelling the internal geometry of a 
ship; 
 

c. Leak and collapse pressures for water 
tight doors and bulkheads; and 
 

d. Importance of taking air pressure into 
account (how open or closed compart-
ments are in ships ties into item b 
above) 
 



 

 

e. Modelling of extreme wave conditions. 
 

 Review ITTC Recommended Procedures 
relevant to stability and 
 

a. Identify any requirements for changes 
in the light of current practice, and, if 
approved by the Advisory Council, up-
date them. 
 

b. Identify the need for new procedures 
and outline the purpose and content of 
these. 
 

 Investigate uncertainty analysis for intact 
and damaged model tests to complement cur-
rent procedures (Uncertainty in making meas-
urements, and technical means that are used). 
 
 Investigate the criteria for modelling wave 
spectra in the determination of dynamic 
instability of intact vessels [Stability failures in 
the International Maritime Organization (IMO) 
sense: pure loss of stability, parametric roll, 
broaching, dead ship condition (resonant roll 
in beam seas)], i.e., wave steepness, non- 
linearity, frequency contents of the spectrum, 
statistical distribution of wave and crest height 
and spatial behaviour of the waves and non-
linear wave kinematics. 

 
 Develop better understanding of uncer-
tainties associated with the results from experi-
ments and simulations of extreme motions of 
intact vessels in realistic irregular seaways and 
develop quantitative techniques which reflect 
the nature and magnitude of the phenomena. 
 Review vulnerability criteria (including 
long term probability of loss of the ship) for 
intact and damaged ships, and outline further 
developments that are required.  [Directly 
tied to on-going IMO Sub-committee on Sta-
bility, Load Lines & Fishing Vesseal Safety 
(SLF) actions] 

 Update ITTC Recommended Procedure 
7.5-02-07-04.2, Model Tests on Damage Sta-
bility in Waves, paying specific attention to: 

a. Investigate the significance of scale ef-
fects in air pressure on flooding-model 
tests under atmospheric conditions.  
Comment on the need to perform 
flooding-model tests under scaled air 
pressure conditions. 
 

b. Investigate how to deal with inertia due 
to the floodwater mass. 
 

 Investigate roll damping for large-
amplitude roll motions in irregular seas.  Re-
view suitable data for future benchmarking of 
time-domain computer codes. 
 

a. Time-domain roll damping in irregular 
waves´ 
 

b. Modelling of hydrodynamics of 
large-amplitude roll motion (regular 
and irregular seas) 

 
 Cooperate with the IMO SLF subcommit-
tee correspondence group and the ITTC Sea-
keeping Committee. 
 
 
2. STATE-OF-THE-ART REVIEW 
 
 
2.1. Review 

 
During the past few years major efforts 

have been on-going in ship stability research.  
The most well known references in this area 
are the International Stability Conference and 
Workshops.  The last Stability Conference 
occurred in Athens, Greece in 2012 (STAB, 
2012)  and the last two stability workshops 
occurred in Washington, D.C, USA, in 2011 
(ISSW, 2011) and another in Brest, France in 



 

 

2013 (ISSW, 2013)  The focus of this 
state-of-the-art review is enumerated in Steps 
a–e of Section 1.2. 

 
 

2.2. Definition of Loss and Survival of a 

Ship 
 

In any structured framework or methodol-
ogy aimed at assessing ship safety, an accurate 
definition of the boundary between survival 
and loss is necessary. 

 
The whole assessment methodology is yet 

to be properly defined and validated (Peters, et 
al. 2012) in order to recognise in a reliable 
way the possible ship-specific weakness in that 
term. 

 
The term “ship loss” is commonly used as 

a statement of an undesired event, but the 
same expression can be used to describe many 
different scenarios.  The opposite statement 
“ship survival” is also regularly used, but also 
suffers from the same problem—lack of a pre-
cise definition of the situation. 

 
In current literature, a trend has been ob-

served to mention the concept of “ship loss” 
when dealing with an intact ship, while “ship 
survival” is more likely to be used when dis-
cussing the safety of a damaged ship. 

 
 

2.3. Relationship between Loss and 

Survival 
 

Detailed examination is required of the 
definitions and relationship between “ship loss” 
and “ship survival” in order to avoid 
redundancies, overlapping concepts or contra-
dictions. 

 

In terms of probabilistic definition, surviv-
ability, PS, is the combination of susceptibility, 
PH, the inability to avoid an undesired event or 
a related initiating event and vulnerability, 
PK/H, the inability to withstand the effect of an 
undesired event (Ball & Calvano, 1994).  
Therefore, survivability is defined as : 
 

PS  1 PH PK /H . 
 

If susceptibility and vulnerability are the 
inability to avoid or withstand, respectively, 
the effect of a certain situation, their combina-
tion is defined as the mathematical comple-
ment to survivability, i.e., the ability to sur-
vive. 

 
Susceptibility in and of itself is a complex 

concept to fully understand and model.  In 
the case of a damaged ship, for example, it 
might correspond to the probability that a ship 
will be hit by another ship.  For an intact ship, 
this might correspond to the probability that a 
ship is caught in a severe storm. 

 
Vulnerability represents the probability of 

severe consequences or even total loss of a 
vessel when an undesired initiating event has 
occurred. 

 
We can assume that “loss” is an extreme 

negative consequence given a certain unde-
sired initiating event.  In this perspective it 
can be considered the mathematical comple-
ment to survivability. 

 
 

2.4. Definition of Loss 
 

The loss of a ship is an expression that, in 
addition to an explicit negative connotation, 
can be used to indicate many different levels 
of severity of a situation.  One approach 
would be to decide to focus only on sinking 



 

 

and/or capsizing, the latter defined as the 
transition to another stable equilibrium, other 
than upright, which is intrinsically unsafe.  It 
is evident that from a safety point of view, 
some other intermediate levels of undesired 
severe situations should be taken into account. 

 
During the recent IMO activities regarding 

the development of second- generation in-
tact-stability criteria, a new terminology was 
identified, i.e., “intact-stability failure” (IMO, 
2008).  This is defined as “a state of inability 
of a ship to remain within design limits of roll 
(heel, list) angle and a combination of rigid 
body accelerations”.  A “total stability failure” 
and a “partial stability failure” are defined 
below: 

 
 Total Stability Failure — Capsizing, being 

the total loss of a ship’s operability with 
likely loss of lives. 
 

 Partial Stability Failure — The occurrence 
of very large roll (heel, list) angles and/or 
excessive rigid body accelerations, which 
will not result in loss of the ship, but which 
would impair normal operation of the ship 
and could be dangerous to crew, passen-
gers, cargo or ship equipment. 

 
It is immediately evident that besides the 

well-known concept of ship loss coinciding 
with ship capsize, it is important to discuss 
scenarios where the roll angles exceed a pre-
scribed limit; and where the combinations of 
lateral and vertical accelerations exceed pre-
scribed limits. 

 
The so-called prescribed limits of roll an-

gles can be fixed in absolute terms (e.g., 45 
degrees, 30 degrees) or other less precise terms 
(e.g., deck-edge immersion or immersion of 
some defined critical point like the down- 
flooding openings) (Bačkalov, 2012). 

 

The adoption of a fixed absolute roll-angle 
value as a limit to define a capsizing event is 
very common in literature, even if it is well 
recognised that this, in principle, might change 
from ship to ship due to the different dynamics 
of each ship.  Beaupuy, et al. (2012) suggest 
that this aspect should be investigated by as-
suming that the critical threshold is a percent-
age of the angle of vanishing stability of each 
ship.  Another possible event of partial failure, 
cargo shift, is mentioned in Kubo, et al. 
(2012). 

 
In Kobyliński (2006), the concept of a 

loss-of-stability accident (LOSA) was intro-
duced as a better description of the situation 
that occurs in reality, instead of talking about 
just a capsizing event.  Kobyliński referred to 
a prolonged discussion on the definition of 
capsizing during the second International Con-
ference on Stability of Ships & Ocean Vehi-
cles (STAB) conference in 1982.  He pro-
posed that capsizing be defined as a situation 
where amplitudes of rolling motion or heel 
exceed a limit that makes operation or han-
dling a ship impossible for various reasons 
(loss of power, loss of manoeuvrability, neces-
sity to abandon the ship).  Kobyliński’s pro-
posed definition of capsizing did not neces-
sarily assume the ship taking the inverted posi-
tion.  Therefore, capsizing might be better 
defined as LOSA and the definition might also 
be suitable for use in assessing the risk of cap-
sizing. 

 
LOSA can be divided into subcategories to 

cover the different types and severity of loss, 
i.e., sudden capsizing, large heel with loss of 
power and manoeuvrability, large heel with 
progressive flooding and eventually capsizing 
or foundering. 

 
In the case of a damaged-ship scenario, a 

reference is often made to a critical limiting- 
heel angle to define loss of a vessel.  A 45- 



 

 

degree mean angle was used by Spanos & Pa-
panikolaou (2012).  Alternatively, for Roll 
On-Roll Off (RO-RO) passenger ships, the 
procedure derived from the Directive 
2003/25/EC is used where a ship is regarded as 
capsized if the roll angle exceeds 30 degrees 
instantaneously or if the steady (mean) heel 
angle is greater than 20 degrees for a period 
longer than three minutes (Kwon, et al., 2012).  
In the same paper, the importance of the ship 
structures condition for a damaged ship is dis-
cussed as well: the rapid deterioration and 
degradation of the structural integrity might 
become important as much as stability defi-
ciency for some types of ships. 

 
The concept of critical limiting heel angle 

was also discussed by Montewka, et al. (2013) 
where the loss of the Roll On Passenger 
(ROPAX) is expected if two consecutive limit-
ing states are exceeded, namely crashworthi-
ness and stability.  In application, ship cap-
sizing is assumed to occur when 60 degrees of 
roll angle is exceeded. 

 
It should be recognised that intact and 

damaged ships have some basic analogies 
when defining ship loss. 

 
When considering the dynamic behaviour 

of a damaged ship in a seaway, the threshold 
definition should be treated in line with the 
intact-ship approach, i.e., recognising the con-
cepts of total loss or partial loss dealing with 
roll angles, accelerations, and immersion of 
critical points.  These concepts need to be 
discussed within specific restrictions in rela-
tion to the residual operational capability re-
quired for a ship. 

 
As regards the sinking phenomenon, this is 

generally applicable to a ship with damage to 
her hull, leading to a significant ingress of 
water and a consequent reduction of the re-
serve of buoyancy.  For an intact ship, water 

might enter from unprotected openings, which 
could be just as critical. 

 
In line with the treatment of stability fail-

ure, it might be possible in principle to con-
sider a “total loss of buoyancy” and a “partial 
loss of buoyancy”.  Partial loss of buoyancy 
can be defined as a situation that will jeopard-
ize the normal operations of a ship and its 
crew, or present a possibly critical situation for 
passengers, cargo or ship equipment. 

 
Therefore, a situation other than the total 

sinking of a ship should be read in terms of 
residual buoyancy and equilibrium waterline 
characteristics. 

 
A possible combination of different 

measures of various safety elements synthe-
sised in a Relative Damage Loss Index (RDLI) 
is applied by Peters & Wing (2009) allowing a 
more comprehensive evaluation of a ship’s 
damage performance. 
 
 
2.5. Loss of Functional Capability 

 
The rule-making framework for ship safety 

is currently focused towards goal-based 
standards.  With goal-based standards, func-
tional requirements must be complied with in 
order to meet the overall goal.  IMO has al-
ready agreed in principle with the following 
goal, valid for all kinds of new ships:  “Ships 
are to be designed and constructed for a speci-
fied design life to be safe and environmentally 
friendly.” (IMO, 2005).  

 
This implies that a ship must have char-

acteristics adequate to minimise the risk of 
loss of the ship. 

 
This new approach tends to avoid pre-

scriptive standards in favour of rules referring 



 

 

to safety goals, with an identified level of per-
formance, but without specifying the means of 
achieving that level (Kobyliński, 2012). 

 
It is, therefore, important to focus on the 

functional capabilities that are vital for a ship 
so that the “loss of ship” definition can coin-
cide with the loss of such functional capabili-
ties. 

 
For a ship in the intact condition, it is rea-

sonable to define the main list of functional 
capabilities as: 

 
 Buoyancy 
 Watertight integrity 
 Stability 
 Navigation 
 Some specific operational and systems 

activity 
 

Traditionally, for a ship in a damaged 
condition, reserve buoyancy and stability are 
the key desirable functions while possibly ac-
cepting a degraded level of performance.  
The most important issue is the ability to per-
form the evacuation and the emergency proce-
dures, but some other key activities might also 
be required, for example returning to port un-
der your own power. 

IMO has recently introduced the regulatory 
concept of safe return to port (Spanos & 
Papanikolaou, 2012) through the International 
Convention for the Safety of Life at Sea (SO-
LAS) Regulation II-1/8-1, where a passenger 
ship shall be designed so that key specified 
systems remain operational when a ship is sub-
ject to flooding of any single watertight com-
partment. 

 
A passenger ship is deemed capable of re-

turning to port, when key functions and sys-
tems such as propulsion, navigation, and es-
sential hotel services remain operational. 

 
The orderly evacuation and abandonment 

of a ship, therefore, becomes a secondary op-
tion only to be employed if the casualty thresh-
old is exceeded.  In this case the issue of en-
ergy production and distribution is another 
functional capability that should be considered 
as a key to safe abandonment, when defining 
the concept of ship loss or survival. 
 
 
2.6. Internal Geometric Modelling 
 

The European Union (EU) Integrated 
Flooding Control & Standards for Stability & 
Crisis Management Project (FLOODSTAND) 
(Naar & Vaher, 2010) was a European research 
project which set out to derive detailed data on 
flooding mechanisms to validate numerical 
simulation tools and to help develop a standard 
for damaged-ship stability, focussing on the 
risk of flooding. 

 
The modelling of internal geometry and 

effects on stability modelling have been stud-
ied by Karlberg, et al. (2011) as part of the 
FLOODSTAND project.  As described in this 
report, the routes floodwater takes as it pro-
gresses inside a ship and the order in which 
compartments fill can have a significant effect 
on the consequent motions and events onboard, 
and in some cases on the final flooded state of 
a vessel. 

 
In large passenger ships the internal layout 

of a vessel is typically characterised by water-
tight subdivisions such as double bottoms, 
watertight bulkheads and bulkhead decks.  
More specifically, it also includes the decks 
and significant non-watertight subdivisions, 
which make up the corridors and cabins, etc.  
This complex internal structure makes it chal-
lenging to model the damage stability of a pas-
senger vessel both numerically and physically. 



 

 

 
The progress of flooding is typically char-

acterised by the amount of incoming floodwa-
ter and how it is distributed in a ship.  The 
distribution of floodwater affects sinkage, heel 
and trim of a ship, and consequently the stabil-
ity, which are the most important factors gov-
erning the survivability of a vessel.  With 
complex subdivisions and multiple damage 
openings, very small changes in floodwater 
flow can result in various possibilities for a 
flooding sequence.  Therefore, it is not al-
ways straightforward to predict with certainty 
what the final flooded state of a vessel will be. 

 
The use of time-domain flooding simula-

tion tools has expanded in recent years with 
the increase in available computer capability.  
It is well known that simulation results depend 
on applied input data for ship openings.  The 
leakage and collapsing of non-watertight struc-
tures, such as closed fire doors, can have a 
very remarkable effect on the time-to-flood 
calculations. 

 
The main objective of the Work Package 2 

in the FLOODSTAND project was to provide 
data for more accurate and realistic modelling 
of progressive flooding in time- domain 
simulations.  In the study, both experimental 
and numerical studies were performed in order 
to develop guidelines on modelling leaking 
and collapsing structures for use in flooding 
simulation.  Furthermore, discharge 
coefficients for water flow through typical 
openings were evaluated. 

 
It was clear that the exact values for dis-

charge coefficients for leakage through a 
closed door cannot be evaluated for each open-
ing in a large passenger ship.  Therefore the 
discharge coefficients that are used have to be 
based on approximations and estimates. 

 

The effect of variations in the input data on 
the results of a flooding simulation was 
studied through systematic sensitivity analysis 
with three different damage scenarios.  The 
results indicate that the effect of these flow 
coefficients and collapse pressures on transient 
heeling in the beginning of flooding is mini-
mal.  However, the parameters were found to 
have a notable effect on the time-to-flood.  A 
higher critical collapse pressure was found to 
significantly slow down the flooding process.  
The leakage area ratio also was found to have 
a significant effect on the time-to-flood, espe-
cially in a flooding case where closed doors do 
not reach collapse.  In a flooding case where 
most of the flooding was simulated as leakage 
through closed doors, the applied leakage area 
ratios had a dominant effect on time-to-flood.  
Underestimation of this coefficient by 50% 
was shown to potentially lead to a 50% over-
estimation in the time-to-flood according to 
the FLOODSTAND report. 

 
It was also found during the study that 

during simulations, variations of critical pres-
sure head for collapse had a significant effect 
on the way the flooding progressed, and thus 
had an effect on the overall flooding rate and 
the time-to-flood.  These also affected the 
resulting vessel-heeling behaviour, and in turn, 
the flooding rate.  In the early flooding 
phases, leakage modelling was shown to have 
a clear effect on the time-to-flood. 
 
 
2.7. Leak and Collapse Pressures of 

Water- tight Doors and Bulkheads 
 

Part of the FLOODSTAND Project fo-
cussed on work to investigate flooding through 
watertight doors and hatches. 

 
Utilising full-scale testing for the leakage 

and collapse of watertight doors and bulkheads, 



 

 

real-time data was collected to help develop 
simulation tools.  Full-scale bending, tensile 
strength and compressive tests were carried 
out on individual wall-panel materials.  Nu-
merical studies and simulation analyses were 
carried out using Finite Element Methods and 
Computational Fluid Dynamics in order to 
give a comparison between experimental and 
numerical data. 

 
Through extensive simulations for different 

damage scenarios, the FLOODSTAND 
research established some guidelines for mod-
elling these structures during progressive 
flooding. 

 
During the FLOODSTAND physical tests 

undertaken by the Centrum Techniki Oretowej 
(CTO) in Gdansk, Poland, water-pressure head 
was gradually increased at 0.5 m increments 
until the test object was damaged, the water- 
flow-rate value exceeded a critical value of 
90 litres/second, or the critical pressure was 
above 220 kPa.  Measurements included 
leakage-flow rate, deflection of the test object 
at six points and pressure head at structural 
failure. 

 
Twenty different types of doors, windows, 

walls and hatch configurations were tested, 
including; 

 
 Class A-60 double leaf-hinged-marine 

fire door, 
 Class B joiner door — hinged, 
 Steel frames for Class B wall and cabin 

wall, 
 Steel frames for cabin wall, 
 Cool Room sliding door, 
 Semi Watertight Door--sliding steel 

frames, 
 Cross flooding hatch, 
 Sliding door and Hinged door. 

 

The point of collapse or maximum flow 
rate was found to be dependent on the type, 
material and construction of a door and frame.  
Due to the fact that pressure was at its highest 
at the bottom of a door panel, structural defor-
mation and structural leakage to the lower 
door hinges and sills occurred. 

 
A key finding from these experiments was 

that for many doors, the leakage-area ratio in-
creased almost linearly as a function of the 
pressure head.  For example, the results ob-
tained for a light watertight door showed that 
the leakage through the test door started at a 
water height of about 2 m and had leakage of 
less than 1.0 litre/second until structural dam-
age occurred at a pressure head of about 8.0 m.  
Even after significant structural failure, the 
leakage through the door was approximately 
40 litres/seconds, which corresponded to a 
leakage-area ratio of 0.017. 

 
A Class A60 double leaf-hinged door, a 

Class A60 sliding door and a cabin wall were 
also modelled.  The panel bending tests 
showed a good correlation with the Finite Ele-
ment Method (FEM) analysis.  Generally, the 
ability to compare FEM results with physical 
tests was limited.  The doors tested had a 
leakage rate too high to be comparable with 
FEM results.  It was found in the study that 
the use of analytical methods is not always 
justified, as door failure often depends on the 
strength of the hinges as opposed to the 
strength of the main body of the door. 

 
For many doors it was found that the as-

sumption that the leakage area is evenly dis-
tributed vertically is not valid as there is often 
a gap between the bottom of the door and the 
sill. 

 
The FLOODSTAND study concluded that 

different categories of doors behave very dif-
ferently under flooding conditions and even 



 

 

the same door within the same category can 
behave very differently as the gap between the 
sill and the door can vary considerably.  Gen-
eral guidelines were presented for both Class A 
and B doors, but it was noted that significant 
further work is needed, including further phys-
ical testing.  With Class A structures, sen-
sitivity analysis was recommended to consider 
the variability in the results, while Class B 
structures were found to fail at water levels 
lower than expected. 

 
 

3. UNCERTAINTY ANALYSIS FOR IN-

TACT AND DAMAGED MODELS 

USED IN SEAKEEPING AND 

EXTREME MOTION TESTS1 
 

The results of seakeeping and extreme 
motions testing are the characteristics of sto-
chastic processes in random seas.  As such, 
there is no uncertainty to be reported in the 
results, but rather confidence bands on the sta-
tistics characterizing the results of the experi-
ment.  The statistical uncertainty of seakeep-
ing and extreme motions in a seaway will be 
discussed in Chapter 5, which follows. 

 
In seakeeping and extreme-motions exper-

iments, the area where traditional deterministic 
uncertainty analysis applies is in determining 
the mass properties of the model being tested.  
Documentation of surface-ship-model tests 
usually includes tables of the results but does 
not explicitly include the equations in the bal-
lasting process or the instrumentation. 

 
Given the uncertainty range on the mass 

properties of a seakeeping or extreme-motions 
test, the ideal approach would be to repeat the 
experiment with the model ballasted to the 

                                                 
1 This section is based largely on unpublished notes by 
Dr. Joel Park of DTMB (NSWCCD). 

extremes of uncertainty of the mass properties 
to determine the impact of this uncertainty on 
the experimental results.  Technically the 
above approach is impossible as there would 
again be uncertainties associated with the mass 
properties for these new tests.  The only fea-
sible approach to determining the impact of 
the uncertainties in mass properties on the 
uncertainties of experimental results appears to 
be computational, although there is no estab-
lished procedure. 

 
From a practical perspective, the use of a 

validated linear seakeeping code is the most 
realistic approach to solving the above prob-
lem, as it will allow rapid assessment of the 
impact of the various mass-properties un-
certainties in various combinations on the 
measured motions.  Although a linear code 
will have its own accuracy issues, it will pro-
vide a consistent metric against which the im-
pact of mass-properties uncertainties can be 
judged. Also, as a linear code provides a low-
est common denominator, it will allow realistic 
comparisons between various experimental 
facilities and organizations without introduc-
ing many computational tool variables into the 
assessment. 

 
The material that follows outlines the 

equations typically used to determine the mass 
properties of a model for seakeeping and 
extreme-motions testing, and derives the 
uncertainty equations for ballasting based on 
ISO GUM (JCGM, 2008) and ITTC (2008). 

 
 

3.1. Model Weight and Mass 
 

The formulation is from the Archimedes 
principle; that is, a ship’s weight is equal to its 
buoyancy force.  In that case, the equation for 
a ship or model weight is given by: 

 



 

 

 W  g   (1) 
 

where  is water density, g is local acceleration 
due to gravity, and  is the displaced volume.  
From (1), the model weight is then computed 
as: 

 
 )/( ssmmmsm   gmW   (2) 

 
where m is mass and the subscripts m and s are 
for the model and ship, respectively.  How-
ever, the displaced volume is related to the 
scale ratio by: 
 

 3
ms /     (3) 

 
The scale ratio is defined as the ratio of the 

ship length to the model length: 
 

  Ls / Lm 

 
From (2) and (3), the model weight is then 
 

 Wm  msmgm / (s
3)   (4) 

 
In mass units, (4) becomes 

 

 mm  msm / (s
3)   (5) 

 
The calculation of the model weight and 

mass from (4) and (5) should be computed on 
the basis of the standard values for s 

(1026.021 kg/m3 for salt water at 15° C) and 
gc  (9.80665 m/s2) for full scale, and the 

values of m  (generally fresh water) and gm 

appropriate for the experimental facility.  
Standard gravity is fixed at an internationally 
accepted value of 9.80665 m/s2 from 
Thompson & Taylor (2008). 

 
The values for freshwater and seawater for 

standard field and laboratory conditions can be 

found in international standards.  The sea-
water values are in TEOS-10 (IOC, SCOR & 
IAPSO, 2010), and freshwater values are in 
Harvey, et al. (2008) and IAPWS (2008).  
The uncertainty in density may be computed 
from the measured temperature and salinity. 

 
From (4) and (5), the expanded relative 

uncertainty in weight and mass is as follows: 
 

 
UWm / Wm  (Um / m )2  (3ULm / Lm )2

 (Ugm / gm )2
1

2
 (6) 

 2
mm

2
mmmm )/3()/(/ LUUmU Lm   (7) 

 
After the model weight and mass are ad-

justed to the values from (4) and (5), the model 
must be weighed.  After the model is weigh-
ed, the combined uncertainty in model mass 
includes the result of the measured weight and 
the computed weight.  The combined uncer-
tainty is then: 

 

 2
m

2
measc mUUU     (8) 

 
The final measured weight and mass as 

computed from (4) and (5) should be within 
the uncertainty of (8).  The uncertainty esti-
mate in density for (6) and (7) should be the 
maximum difference between the value ap-
plied during ballasting and value measured 
during testing.  The uncertainty in the model 
length should be obtained from direct meas-
urements of the model dimensions while the 
uncertainty in g is from an internationally 
recognized standards organization. 
 
 
3.2. Longitudinal Centre of Gravity 

 
The remaining procedures described here 

require suspension of the model from a struc-



 

 

turally rigid frame.  The process includes a 
beam to which the model is attached.2  The 
beam is attached to the frame by a pivot point.  
The determination of the longitudinal centre of 
gravity (LCG) is a two-step measurement pro-
cess: 

 
 The CG of the beam is measured. 
 The CG of the beam and model is 

measured. 
 The CG of the model is then computed 

from the previous two steps. 
 

One method in the determination of the CG 
is simply to move the beam, or the beam and 
model combination until the beam is level.  
In this case, the CG is directly below the pivot.  
However, the uncertainty in the CG location 
by levelling may be unreliable.  A more di-
rect method is suspension of the model at two 
points: one near the bow and the second near 
the stern.  The location of the CG is then 
computed from the moments and the uncer-
tainty is easily established.  The load at the 
bow and stern is measured with electronic load 
cells attached to the suspension cables. 

 

3.2.1. Levelling Method 
The simplest method for locating the LCG 

may be by moving the beam alone under the 
pivot until it is level, and then moving the 
model on the beam until the model on the 
beam is level.  When the model is level, the 
LCG is located directly below the pivot point.  
Any deviation of the LCG is given by: 

 
zx /tan  . 

where  is the pitch angle, x is deviation from 
the true LCG, and z is the vertical distance 

                                                 
2 The beam is not required for all procedures, but is 
required for some, those for which the beam is not 
necessicarily required will be noted. 

from the pivot point to the CG.  For a pitch 
angle near zero, the result is 

 
 zx /  (9) 
 

Calculation of the location of the vertical 
CG is described in the following section. 

 
From (9), uncertainty in the displacement 

from the true LCG is: 
 

 Ux  (Uz)
2  (zU )2  (10). 

 
For a pitch angle near zero, (10) becomes: 
 

zUU x  . 

 
The combined uncertainty relative to the 

model reference point for the LCG is then 
 

2
m

2)( xc UzUU   . 

 
If the instrument for measurement of level 

is removed from the fixture, an equivalent 
weight should be located at the measurement 
point. 

 
3.2.2. Two-point Suspension Method 

The LCG location can be measured by 
supporting the beam at two points (1, near the 
stern, and 2, near the bow), suitably far apart 
with the LCG somewhere in-between (the 
beam is not necessary for this).  At both 
points there should be a load cell measuring 
the weight at that point.  The model should 
also be levelled.  The weights from the load 
cells are as follows: 

 
For the beam 

 
 21b FFW   (11). 

 



 

 

For the beam and model 
 

 43bh FFW   (12). 

 
From (11) and (12), the weight of the hull 

is 
 

 )()( 2413h FFFFW   (13) 

 
where F1 and F3 are the load cell readings at 
the stern and F2 and F4 are at the bow. 

 
Similarly, the moments are as follows: 
 
For the beam 

 
 2211bb FxFxWx   (14). 

 
and x1 is the distance from the reference loca-
tion (say amidships) to the aft suspension ca-
ble (negative aft) and x2 is the distance from 
the reference location to the forward suspen-
sion cable (positive forward).  For the beam 
and hull 

 
 4231bhbh FxFxWx   (15). 

 
From (13)–(15), the CG of the model 

relative to the reference location is 
 

 
xh  (x1F31  x2F42 ) / (F31  F42 )

 (x1F31  x2F42 ) / Wh

 (16) 

 
where 

1331 FFF   

2442 FFF   
 
For the uncertainty estimates, the sensitiv-

ity coefficients from (16) are as follows: 
 

hWFFFFxxc /)/(/ 314231311h1   

h424231422h2 /)/(/ WFFFFxxc   

2
h214231h3 /)(/ WxxFFxc   

2
h213142h4 /)(/ WxxFFxc  . 

 
The distances x1 and x2 are likely measured 

with the same device, and the uncertainty in 
the distance will be the same and correlated.  
Similarly, the load cells for the measurement 
of the aft and forward locations may have the 
same uncertainty.  If they are calibrated at the 
same time with the same equipment, then the 
load measurements are also correlated.  The 
uncertainty in the location of the LCG is as 
follows: 

 
22

43
22

21m )()( Fxx UccUccU  . 

 
In tests where equipment will be added to 

the model later, the LCG of the model hull is 
determined by either of the previous methods, 
and components are added.  Mass properties 
of the smaller components are measured with a 
mass properties instrument.  The total weight 
of the model then is 

 

 



n

i
iWW

1
m  (17), 

 
where n is the number of components.  The 
LCG is given by 
 

 



n

i
ii WWxx

1
mm )/(  (18). 

 
The uncertainty in the weight is 

 

 



n

i
WiW UU

1

22
m  (19), 

 
and the uncertainty in the LCG is 
 



 

 

 

Uxm
2  (WiUxi / Wm )2

i1

n

  (xiUWi / Wm )2

i1

n



 (xiWiUWm / Wm
2)2

i1

n


(20) 

 
The previous formulation assumes the 

measurements are independent; however, some 
of the measurements are correlated.  The hull 
weight and LCG are independent of the meas-
urements by the mass-properties instrument, 
although the measurements of the components 
by the mass-properties-instrument are corre-
lated.  In any case, the uncertainty from the 
hull measurements will be the dominant term 
in the estimate. 

 
If both the levelling and two-point suspen-

sion methods are applied in the determination 
of LCG, the result should be within the uncer-
tainty estimates of both methods.  Estimates 
using both methods indicate a discrepancy in 
LCG location by the levelling method in com-
parison to the two-point load method.  The 
difference is larger than the uncertainty esti-
mates on the location of the LCG.  This illus-
trates the difficulty in getting accurate results 
using the levelling method. 

 
 
3.3. Vertical Centre of Gravity 

 
The vertical centre of gravity (VCG) is 

determined by the added weight or inclining 
method in air.  In added weight or inclining 
method, a weight is added or moved trans-
versely, respectively, resulting in a heeling 
moment.  The added weight or inclining 
method is as follows: 

 
 )tan/)(/( m ww zyWwz    (21) 

 
where w is the added or shifted weight, yw is 
the lateral location, zw the vertical location be-

low the pivot point on the frame, and  the 
heel angle.  The instrument for measuring the 
heel angle should be located on the model 
where the instrument replaces a mass of equal 
weight.  A fixture may be added that is in-
cluded in the added weight so that weight may 
be moved to multiple locations.  Then the 
(yw/tan ) term can be computed as the slope 
from yw versus tan  by regression analysis as 
a better estimate. 

 
From (21), the sensitivity coefficients are 

as follows: 
 

)tan/)(/1(/ m1 ww zyWwzc    

)tan/)(/(/ 2
mm2 ww zyWwWzc    

)tan/(/ m3 Wwyzc w   

)sin/(/ 2
m4  Wwyzc w  

m5 // Wwzzc w   

 
The uncertainty in the VCG is then 

 

 
Uz  (c1Uw)2  (c2UWm )2  (c3Uyw)2

 (c4U )2  (c5Uzw)2
1

2
 (22) 

 
If the slope method for (yw/tan ) is applied, 

the uncertainty in the slope must be added to 
(22).  The sensitivity coefficient for the slope 
is from (21) 

 

m6 /Wwc   

 
For the uncertainty with the slope, (22) be-

comes 
 

 
Uz  (c1Uw)2  (c2UWm )2  (c3Uyw)2

 (c4U )2  (c5Uzw)2  (2c6ub)2
1

2
 (23) 

 



 

 

where ub is the standard uncertainty in the 
slope b from linear regression analysis. 

 
The VCG of the hull is computed from the 

hull-beam combination from the following: 
 

hbbbhbhh /)( WzWzWz   

 
The sensitivity coefficients from (23) are as 

follows: 
 

hbhbhh1 // WzWzc   

hbhbhh2 // WWzzc   

hbbh3 // WzWzc   

hbbh4 // WWzzc   
2

hbbbhbhhh5 /)(/ WzWzWWzc   

 
The uncertainty of the VCG for the hull is 

then 
 

Uzh  (c1UWbh )2  (c2Uzbh )2  (c3UWb )2
 (c4Uzb)2  (c5UWh )21

2
 

 
For a model assembled from several parts, 

the VCG is 





n

1i
mm /WWzz ii  

 
where the assembled model weight is given 

by (17) and x is replaced with z in (18).  The 
uncertainty in model weight is given in (19).   

 
From (20) the uncertainty in the VCG is: 
 

Uzm
2  (WiUzi / Wm )2

i1

n

  (ziUWi / Wm )2

i1

n



 (ziWiUWm / Wm
2)2

i1

n


 

 
 

3.4. Moment of Inertia 
 
The moment of inertia of a model is com-

puted from the oscillation of the model about 
the pivot point on the frame.  The moment of 
inertia (MOI) in pitch is: 

 

 2)2/(  TmgdI    (24) 

 
where d is the distance from the pivot point to 
the CG, and T is the period of oscillation.  
The period of oscillation is determined by at-
taching a precision electronic inclinometer to 
the model and collecting a time series of its 
signal with a digital-data-collection system.  
The sensitivity coefficients from (24) are as 
follows: 

 
2

1 )2/(/  TgdmIc   
2

2 )2/(/  TmgdIc   
2

3 )2/(/  TmdgIc   

)2/()2/(/ 22
4  TmgdTIc   

 
The uncertainty in the MOI is 

 
UI  (c1Um)2  (c2Ud )2

 (c3Ug)2  (c4UT )21
2
 

 
The period in (24) is obtained by linear re-

gression analysis of the time series with a 
damped sine wave of the following form: 

 
 y  aexp(bt)sin(2t / c d) e (25) 
 
where a, b, c, d, and e are constants that are 
computed from linear regression analysis.  In 
this equation, c is the period, T.  Regression 
analysis also provides the standard deviation.  
The combined uncertainty in the period is 
computed from: 



 

 

 
22)2( tcT UuU   

 
where uc is the standard deviation or standard 
uncertainty of the period from linear regres-
sion analysis and Ut is the uncertainty in the 
time traceable to an internationally recognized 
standards organization for the electronic de-
vice. 

 
In some cases, damping may be low, and 

the damping term in (25) may be dropped.  
That is, a sine wave curve fit may work better.  
Then, (25) becomes 

 
y  asin(2t / c d) e 

 
Calculations for the MOI indicate that a 

time standard traceable to an internationally 
recognized standards organization is critical in 
the measurement of the oscillation period. 

 
The hull MOI is separated from the beam 

and hull MOI by the following: 
 

 bhbh  III     (26) 

 
The uncertainty in the hull alone from (26) 

is 
 

2
b

2
hbh  UUU   

 
where Ihb is the MOI of the beam and hull as-
sembly and Ib is the MOI of the beam only. 

 
The MOI about the CG and its uncertainty 

are given by 
 

2
mmmcg dmII    

2242 )(4 dmmmmmIcgI UmdUdUU    

 
The radius of gyration is defined as 

 

 mcg mIk /    (27) 

 
From (27), the sensitivity coefficients are 

as follows: 
 

c1  k / Icg 
1

2 mmIcg

 

c2  k / mm  
1

2
Icg / m3  

 
The uncertainty in the radius of gyration in 

roll is 
2

2
2

1 )()( mmcgIk UcUcU    

 
The previous equations in this section for 

the MOI of pitch are also applicable to roll 
where the subscript  is replaced with . 

 

3.4.1. Composite Pitch MOI 
For a model assembled from a number of 

pieces, the MOI and its uncertainty for an 
assembled model are as follows in pitch: 

 





n

i
iicici ImzxI

1

22
m ])[(   

 
where xci, yci, and zci are the Cartesian coordi-
nates relative to the model CG.  The sensitiv-
ity coefficients are as follows: 
 

22
m1 / ciciii zxmIc    

icicii mxxIc 2/m2    

icicii mzzIc 2/m3    

1/m4  ii iIc   

 
The composite uncertainty for the model in 

pitch is then 
 



 

 

 

UIm
2  (c1iUmi )

2  (c2iUxci )
2

i1

n



           (c3iUzci )
2 UIi

2 

 

 
For the MOI of components measured on 

the same mass-properties instrument, the 
uncertainties may be considered correlated.  
In that case, the uncertainties may be summed 
for those parts. 

 
3.4.2. Composite Roll MOI 

For a model assembled from a number of 
pieces, the MOI and its uncertainty for an 
assembled model are as follows in roll where x 
is replaced by y in the pitch equation, 

 





n

i
iicici ImzyI

1

22
m ])[(  . 

 
The sensitivity coefficients are as follows: 

 
22

m1 / ciciii zymIc    

icicii myyIc 2/m2    

icicii mzzIc 2/m3    

1/m4  ii IIc   

 
The composite uncertainty for the model in 

roll is then 
 

 
UIm

2  (c1iUmi )
2  (c2iUyci )

2
i1

n



 (c3iUzci )
2 UIi

2 

  (28) 

 
For a symmetric model where yci = 0, (28) 

becomes 
 





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i
iIzciicimiciI UUmzUzU

1

22222
m ])2()[(  . 

 

3.5. Transverse Metacentric Height 
 
The transverse metacentric height is deter-

mined by performing an inclining experiment 
in water, floating the model in calm water and 
adding weight to the model in the transverse 
direction.  The method and equations are sim-
ilar to those for the VCG.  The result for the 
metacentric height is as follows: 

 
GMT  w yw tan  zw  wWm . 

 
The sensitivity coefficients are then 
 

c1  GMT / w

   Wm(yw / tan  zw) / (wWm )2
 

c2  GMT / Wm

    w(yw / tan  zw) / (wWm )2
 

)](/[tan/ m3 WwwyGMc wT    

)](/[sin/ m
2

4 WwwyGMc wT    

)/(/ m5 WwwzGMc wT   

The uncertainty in GMT is 
 

 

UGMT  c1Uw 2
 c2UWm 2

 c3Uyw 2
 c4U 2

 c5Uzw 2
1

2
 (29) 

 
A better estimate of (yw/tan ) may be 

computed by linear regression analysis of the 
slope of the yw versus tan  curve at .  
(Linear curve fit requires model inclination 
that does not exceed 5 degrees.) In that case, 
the sensitivity coefficient is 

 
)/( m6 Wwwc   

 
The uncertainty in GMT is then from (29) 

with the addition in the uncertainty of the 
slope is: 



 

 

 

UGMT  c1Uw 2
 c2UWm 2

 c3Uyw 2
 c4U 2

 c5Uzw 2
 2c6ub 2

1
2
 

 
where ub is the standard uncertainty of the 
slope b from linear regression analysis. 
 
 
4. MODELING OF WAVE SPECTRA 

 
 
4.1. Extreme-wave Modelling Related to 

Stability Research 
 
When nonlinear or extreme wave model-

ling is considered with respect to ship- 
stability research, the following related ques-
tions can be raised: 

 
 How often do extreme waves occur and 

how relevant are they, 
 What are their typical shapes and kine-

matics, 
 How can we model extreme waves. 
 
These questions shall be treated in the fol-

lowing, looking both at state-of-the-art meth-
ods and at recent research.  This section is 
organized accordingly. 
 

 

4.2. Probability of Occurrence and Rele-

vance of Extreme Waves 
 

From the numerous data sets investigated 
during the Cooperative Research on Extreme 
Seas and their ImpacT Joint Industry Project 
(CresT JIP), on the effect of extreme- wave 
impacts on offshore structures, it was 
concluded that a second-order wave-crest- 

distribution function is a good basis for the 
estimation of a design-wave crest, Buchner, et 
al. (2011).  However, depending on parame-
ters such as directional spreading, sea- state 
steepness and propagation distance, crests may 
exceed the second-order distribution in some 
severe seas by around 10%.  On the other 
hand, the very highest crests may be limited by 
breaking and even fall below a second-order 
model. 
 
 
4.3. Effect of Directional Spreading 

 
For three different sea states at the same 

peak period, the effect of spreading is illus-
trated in Figure 4-1.  Three spreading factors 
are shown, increasing from top to bottom.  
The three sea states were measured in the 
MARIN Offshore Basin during the CresT pro-
ject.  The waves were steep, with a nominal 
significant wave height of 12 m and a peak 
period of 12 seconds.  The model scale was 
50.  The theory, Provosto & Forristall (2002), 
shows that the deviation from second-order 
theory is much less in short-crested waves.  
The measured crest-height distribution lies 
above both the Rayleigh distribution and the 
standard second- order distribution for the 
long-crested and the low-spreading case.  It 
should be noted that the figures correspond to 
one phase seed per sea state.  In on-going 
projects, corresponding investigations concern 
a large number of seeds. 



 

 

 
Figure 4-1 Wave-crest distribution depending 

on spreading, from top to bottom: Long-crested, 
low-spreading (s=15) and strong-spreading 

(s=4), measurements by MARIN for the CresT 
JIP. 

 
 
4.4. Effect of Sea State Steepness 

 
The effect of sea state steepness is illus-

trated in Figure 4-2 showing the measured 
crest distributions for 4000 hours of field data, 
increasing from top to bottom.  The sea state 
steepness is defined on the basis of the mean 
spectral period, T1: 

 

 
 

It can be seen that the wave crests become 
larger with increasing sea-state steepness, 

starting from below the second-order theory 
and increasing up to a significant deviation 
beyond second order.  For the largest crests, 
wave breaking as a counteracting effect limits 
a further increase and the wave-crest distribu-
tions fall even below second order.  This ef-
fect of wave breaking as a limiting process is 
considered an important observation. 
 



 

 

 
Figure 4-2 Wave-crest distribution depending 
on sea-state steepness, increasing from top to 

bottom: Analysis of 4000 hours of field 
measurement by Shell for the CresT JIP. 

 
Figure 4-2 (Continued). 

 
 
4.5. Effect of Distance (from a Wave 

Maker) 
 

In order to investigate the effect of wave 
evolution with distance on wave-crest distribu-
tions, measurements at several locations along 
MARIN’s Offshore Basin length were carried 
out.  Figure 4-3 shows the distribution of 
wave probes over the basin length. 

 
Following the evolution of the wave with 

increasing distance from the wave generator, it 
can be observed that breaking does not stop 
the possible further development of extreme 
crests.  Figure 4-4 shows crest-height distri-
butions for the same test, but at greater dis-
tances from the wave generator.  These meas-
urements show that in long-crested waves, it 
may take a few wavelengths to modify the 
crest-height distribution.  The observed 
growth may be due to third-order resonant 
interactions, or Benjamin-Feir instabilities, 
accompanied by a shift of spectral energy in 
the frequency band, and observed growth 



 

 

seems somewhat faster here than has been re-
ported in some other studies—at scale 1:50, 
the MARIN Offshore Basin has a length of 
5–10 wavelengths. 

 
In summary, for the wave statistics, the 

following can be concluded from the research 
undertaken in CresT: 

 
1. Use the Forristall distribution for the 

wave height. 
2. Use second order distribution as basis 

for the crest height. 

 
Figure 4-3 Distribution of wave probes along 

MARIN’s Offshore Basin. 

 
 

 
Figure 4-4 Crest-height distribution observed 
for long-crested seas in the MARIN Offshore 

Basin, 100 m from wave flap, approximately 2 
wavelengths from the wave generator (649 m) 

and approximately 5 wavelengths from the 
wave generator (1930 m), scale 1:50. 

 
3. Correct for observed deviations from 

second order.  (This is the subject of 
ongoing research.) 
 

Understanding the processes described 
previously and giving useful recommendations 
demands an effort in defining the correct wave 
spectrum, understanding wave amplification 
and breaking, and generating fully nonlinear 
crest statistics in a scheme useful for engineer-
ing applications. 
 
 



 

 

4.6. Shape and Kinematics of Extreme 

Waves 
 

In order to answer this question, the fol-
lowing aspects are considered: 

 How to model the most realistic wave 
directionality 

 Wave loading and response in short-
crested waves 

 
In case of short-crested waves the direc-

tional distribution of the wave energy has to be 
defined.  The directional spectrum, S(ω,θ), is 
a combination of a frequency-dependent spec-
trum, S(ω), and a frequency- and direction-
dependent spreading function, D(ω, θ): 

 
       ω,θ ω . ω,θ / ω,θS S D G  

   
2π

0

ω,θ ω,θ  θG D d   

 
The frequency dependent, S(ω), can be de-

scribed using a JONSWAP formulation, for 
example.  For the spreading function, D(θ), a 
number of formulations that do not depend on 
ω are commonly used, amongst others: 

 

 
 

An illustration of this type of spreading 
function is given in Figure 4-5. 
 

 

Figure 4-5 Formulation of the spreading 
function    θ / θD G  with s = 7. 

 
By using an s-parameter that is frequency-

dependent, each of these formulations can be 
used to describe a D(ω,θ) function. For exam-
ple, in the Park, et al. (2001) spreading func-
tion, the exponent in the cos2s formulation is 
frequency dependent: 
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where ωp denotes the peak frequency of the 
S(ω) spectrum. 

 
An example of a frequency-dependent 

spreading is given in Figure 4-6. 
 
 

4.7. Calibration of Directional Waves 
 
To improve the quality of waves in a model 

basin, a calibration loop can be used.  For a 
target wave spectrum the wave-maker- control 



 

 

software determines the theoretical flap 
motions, leading to a wave realization in the 
basin.  Depending on the quality of the 
wave-maker theory used, the resulting wave in 
the basin can differ from the target spectrum.  
In a typical calibration loop the generated 
wave is measured and analyzed.  The result-
ing spectrum is compared against the target 
spectrum.  Next, the target spectrum sent to 
the wave maker can be adjusted in an attempt 
to obtain a better-quality basin wave. 
 

 
Figure 4-6 Frequency-dependent directional- 

spreading function D (ωp = 0.80 [rad/s]). 

For long-crested waves the calibration pro-
cedure is well-established and included in 
common wave-generation software.  For 
short-crested waves a similar approach was 
implemented and tested at MARIN:  First the 
directional spectrum, S(ω,θ), was defined as a 
combination of a frequency-dependent spec-
trum, S(ω), and a frequency- and direction-
dependent spreading function D(ω,θ); in the 
correction procedure, S(ω,θ) and D(ω,θ) are 
treated separately.  In a global overview the 
calibration worked as follows: 

1. A wave was generated in the basin for 
the theoretical spectrum, St(ω), and the 
spreading function, Dt(ω,θ). 

2. The results were measured and ana-
lysed to determine the measured spec-

trum, Sm (ω), and the measured spread-
ing function, Dm(ω,θ). 

3. The corrections, CS(ω) and CD(ω,θ), 
were computed. 

4. A new wave attempt based on CS(ω)St 
(ω) and CD(ω,θ)Dt (ω,θ) was gener-
ated. 

5. The calibration process was repeated 
from point 2 until satisfactory results 
were obtained. 

To measure the waves, resistance-type, 
wave-elevation probes were used.  The probe 
layout consisted of a number of small footprint 
arrays distributed over a larger area of the ba-
sin.  To determine the wave spectral density, 
a combination of two methods was used: Ex-
tended Maximum Likelihood Method 
(EMLM), Waals, et al. (2002) and Maximum 
Entropy Method (MEM), Briggs (1982)] 
which were both implemented and tested for 
typical probe arrays.  For frequencies above 
2.5 rad/s (18 s prototype), a slope-based MEM 
method was used on each of the small foot-
print arrays to obtain local information on the 
Dm(ω, θ).  At lower frequencies, i.e., longer 
waves, the slope fell within the resolution/ 
measurement accuracy of the wave probes 
within a small footprint array.  As an alter-
native, a phase-difference-based EMLM met-
hod was used, based on single-wave probes 
distributed over a larger area in the basin.  
Combining the two methods gave a reliable 
analysis for a wide range of frequencies.  The 
correction factor, CD(ω, θ), was computed 
using: CD(ω,θ) = Dm(ω, θ)/Dt(ω, θ).  The 
correction was only computed for the range of 
ω and θ with sufficient spectral energy. 

 
 

4.8. Extreme Wave Modeling in Model 

Basins 
 

To model extreme waves accurately in both 
in test basins and in numerical simulations, 



 

 

different approaches are required which are 
addressed briefly in the following sections.  
Numerical wave tanks are addressed else-
where. 

 
Deterministic-wave generation means to 

reproduce a predefined target wave train at a 
given position in a basin.  For the generation 
of deterministic-wave sequences in a model 
basin, different types of wave makers are 
available.  The wave generation process, as 
illustrated in Figure 4-7 (an example of a dou-
ble-flap wave maker), can be divided into four 
steps: 

1. Definition of the target wave train: the 
target position in time and space is 
selected—for example, the position 
where a ship encounters the wave train 
at a given time.  At this location, the 
target wave train is designed—based 
on defined parameters or a wave rec-
ord. 

2. Upstream transformation: the target 
wave train is transformed upstream to 
the position of the wave maker, e.g., by 
means of a nonlinear wave propagation 
model. 

3. Calculation of control signals: the 
corresponding control signals are 
calculated using adequate transfer 
functions of the wave generator. 

4. Performing the model tests: the control 
signals are used to generate the speci-
fied wave train, which is measured at 
selected positions in the tank. 

 

 

Figure 4-7 Process of deterministic-wave 
generation: Calculation starts from the desired 

target wave train, defined by particular 
parameters (1).  Modelling wave propagation 
properly, the wave train at the position of the 
wave maker (2) as well as the corresponding 

wave-maker-control signals (3) are calculated.  
The resulting wave train can be measured at the 

target position (4) and compared to the given 
target wave (5). 

 
 
4.9. Optimization of Wave Realisations 

 

Furthermore, the target wave can be 
achieved by optimization applied both to a nu-
merical and a physical wave tank.  In the fig-
ure below, (an example of the well-known 
“New-Year Wave” as an extreme directional 
wave), this optimization process is illustrated.  
The “New-Year Wave” was measured on 
01/01/95 in the Norwegian sector of the North 
Sea (Draupner) by a down-looking radar, Ha-
ver & Anderson (2000).  It is a 20-min wave 
record, with TP = 10.8 s, HS = 11.92 m, HMAX = 
25.6 m  HMAX / HS = 2.15, Crest height 18.5 
m, water depth = 70 m.  The directional-wave 
generation based on optimization works as fol-
lows: 

 
 Combining target wave train (time do-

main) and directional spectrum (fre-
quency domain) to “fronts” as an 
unique parameter set of wave fre-
quency, heading, amplitude and phase 



 

 

 Transferring wave fronts upstream us-
ing linear theory 

 Calculating the motion of the 
first-wave board, and then of neighbor-
ing boards 

 Generating, measuring and analyzing 
waves 

 Optimizing wave-board motions, based 
on comparisons with the target wave 

 
Figure 4-8 shows the result of the opti-

mized-basin realization of the short-crested 
New-Year Wave. 

 

 
Figure 4-8 “New-Year Wave” modelled in the 

basin by using an optimization method. 

 
 

4.10. Focused Waves 
 

Focused wave techniques (Clauss, 2008) 
can be used to deterministically generate ex-
treme waves in model tests such as capsizing 
tests and is based on the in-phase superposi-
tion of component waves at a target location 
(or at a focusing point), at a given target time.  
Another input can be the spectral shape of a 
single wave and/or the underlying sea state.  
Focused-wave techniques can be applied to the 
determination of response amplitude operators 
(RAOs) (linear focusing waves), the simula-
tion of extreme events and embedding extreme 
waves in sea states.  The advantages of these 
techniques are a short test duration, smooth 
transfer functions and extreme waves con-
trollable in space and time.  Figure 4-9 gives 
an example of a focused-wave generated in a 
model basin. 
 

 
Figure 4-9 Focused waves generated for model 

tests. 
 
 
4.11. Numerical Methods 

 
Modelling of extreme waves requires a 

nonlinear wave-propagation model for both 
physical and numerical wave generation.  
Numerical wave tanks can be based on poten-
tial (e.g., WAVETUB) or viscous-flow solvers, 



 

 

which can be coupled with motion- simulation 
tools.  Also a coupling between potential and 
viscous flow solvers is a good approach to 
limit the calculation domain and save simula-
tion time.  Wave-structure interaction can be 
simulated in a wave field introduced via a 
pressure distribution (requires coupling with a 
wave model) or wave-velocity inlet (requires a 
wave-maker model in CFD). 

 
Such advanced methods are required to 

model extreme-wave properties such as: wave- 
propagation speed increasing with wave steep-
ness; vertical asymmetry of wave crest and 
trough; mass transport; interaction between 
wave frequencies; and Benjamin-Feir instabili-
ties (cf. Green & Naghdi, 1986, 1987; Dom-
mermuth & Yue, 1987; Webster, 2009).  

 
For use in simulation methods for stability 

investigations, advanced CFD-based methods 
are still too “central processing unit (CPU)- 
intensive” for practical use.  Higher order 
theories based on potential flow can be used 
for such purposes as described in the next sec-
tions. 

 
 

4.12. Pressure Modelling 
 
For a nonlinear environmental representa-

tion, the selection of the proper hydrodynamic 
pressure model is an important issue.  The 
model must be able to represent the pressure in 
directional sea states, account for the increased 
steepness of wave crests, allow for the accu-
rate representation of the wave kinematics in 
both the surf zone and the fluid domain, con-
tain a statistical structure consistent with that 
observed in nature, and allow fast simulations 
of ambient sea-state pressures for use in the 
prediction of vessel and platform responses.  
Second-order theory meets most of these re-
quirements. 

 
For a single monochromatic wave, exact 

second-order theory gives very close to zero 
total (hydrostatic plus hydrodynamic) pressure 
on the free surface up to wave steepness’s ap-
proaching 1/7.  However, in a steep sea state 
composed of many waves of different frequen-
cies, the sum- and the difference-frequency 
exponential terms can contribute unrealisti-
cally large terms that result in free-surface 
pressures that are far from zero.  Therefore, 
we shall adopt an approximation that uses a 
two-term Taylor series expansion of the 
first-order term, which the literature suggests 
is one of the best compromises for dealing 
with these issues.  This can be thought of as a 
two-term expansion of the exponential term 
that gets very large in the exact second-order 
solution. 
 
4.12.1. Coordinate System 

An earth-fixed Cartesian X,Y,Z  coordi-
nate system is used where Z  points upward 
and the plane, Z  0 , lies in the mean 
free-surface level.  The horizontal X  and 
Y  axes are such that the coordinate system is 
right-handed; otherwise, the orientations of the 
horizontal axes are arbitrary. 
 
4.12.2. Determining Linear-Wave 

Amplitudes 
Given a two-sided linear spectrum, S1( ) , 

such that the quadratic spectrum 
 

 

S2 ( )  S1( )

 2 d S1( )S1(  )Z2  ,  





 

is a good approximation to some desired two- 

sided target spectrum, ST ( ),  linear-wave 

amplitudes are determined from the equation 



 

 

 

aj  a( j )  2 S1  j  .  

 
It is assumed that S1(0)  0 and a0  0 , 

but it is not assumed that   is uniform.  
Therefore, the user may provide wave periods 
Tj  2 / j  in decreasing order for j  1, 

2,…,N.  The frequencies,  j , might also be 

determined so that S( j )( j1  j1)  is ap-

proximately constant.  In either case, the 
increments   are defined from the  j  as 

follows: 
 

  
 j1  j1  2 if j  1,...,N 1

N N1  if j  N






 

 
For all j  between 1 and N , a j  aj . 

 
For positive j ,  phase angles,  j ,  are 

chosen so that they are random numbers 
uniformly distributed between 0 and 2 .  
For negative j , the phase angles satisfy the 
equation  j   j .    The phase angle for 

j  0 is irrelevant since the magnitude, a0 , 

vanishes and thus may be defined as 0. 
 
4.12.3. Perturbation Series 

The velocity potential, wave elevation, 
and pressure are written as a perturbation 
series 
 

  

 

where I
() ,  I

() , and pI
()  are O( ) .  The 

perturbation parameter,  , is often taken to be 
the wave steepness or the wave amplitude. 
 
4.12.4. Equations to Obtain First- and 

Second-Order Pressures 
The perturbation series are substituted into 

the Bernoulli equation to obtain the equation 
 

  

 
The sum of all terms of order,  , on the 

left side of the equation must equal the sum of 
all terms of order,  ,on the right side of the 
equation for all ℓ.  Therefore, the following 
equations are obtained: 
 

 

pI
(0)  gZ,

pI
(1)   I

1 

t
,

pI
(2)   I

2 

t


1

2
I

1  I
1 





.

 

 
4.12.5. Zeroth-Order Pressure 

The zeroth-order velocity potential and the 
zeroth-order wave height vanish, but the 



 

 

zeroth-order pressure is nonzero and equals the 
linear hydrostatic pressure: 
 

pI
(0)  gZ. 

 
4.12.6. First-Order Pressure 

There are N  linear wave components 
with associated positive frequencies,  j , and 

positive wave numbers, kj  j
2 / g,  for 

j 1,2,..., N.  The j-th wave component prop-
agates in the direction that makes the angle, 
 j , with respect to the positive X -axis where 

 j  is measured counter-clockwise about the 

Z -axis as seen from a point on the positive 
Z -axis.  It has amplitude, aj ,  and a phase 

angle,  j . The phase angles are random num-

bers uniformly distributed between 0 and 2 . 
To compute the first-order pressure, additional
N wave components, j  N,...,1,  are 
defined with negative frequencies and wave 
numbers as: 
 

 

 j   j

k j  kj

kj  j  j g

a j  aj

 j   j

 j   j

 

 
Where it is assumed that a0  0.  Using 

this notation, the linear pressure is a sum of 
components 
 

 
pI

(1)(X,Y,Z,t)  g aje
kj Z

j1

N



 cos  j t  kj Xcos j Y sin j    j
 

 

 
4.12.7. Second-Order Pressure 

To shorten the equation, it is helpful to 
define the quantity, kjℓ

 , by the equation 

 

 kjℓ
  kj

2  kℓ
2  2kjkℓ cos  j  ℓ   

 
The second-order pressure, pI

(2) ,  can be 
determined from the equation 
 

pI
(2) (X,Y,Z,t)  


2

aℓ
2 ℓ

2e2kℓZ

ℓ1

N





2

(1 jℓ)ajaℓ j ℓ 1 cos  j  ℓ  
ℓ1

N


j1

N




 j  ℓ 2

ekjℓ
 Z

gkjℓ
   j  ℓ 2 

e
kj kℓ Z

2












cos jℓ





2

(1 jℓ)ajaℓ j ℓ 1 cos  j  ℓ  
ℓ1

N


j1

N




 j  ℓ 2

ekjℓ
 Z

gkjℓ
   j  ℓ 2 

e
kj kℓ Z

2












cos jℓ



where  j  is the Kronecker delta and  jℓ
  is 

defined as 
 

 
 jℓ

   j  ℓ t  X kj cos j  kℓ cosℓ 
Y kj sin j  kℓ sinℓ    j  ℓ 

 

 
The single sum and the first double sum 

are the contributions due to sum frequencies.  
The second double sum is the contribution 
from difference frequencies. 
 



 

 

4.12.8. Pressure Above the Mean Free-

Surface Level 
One could evaluate the pressure above the 

mean free-surface level just as given in the 
equations for Z  0.  However, as is pointed 
out by Gudmestad (1993), this leads to unre-

alistic results as terms involving ekj Z  become 
very large near the crests of waves.  There-
fore, the approach of Stansberg, et al. (2006) is 
used here.  Of the various methods consid-
ered by them, their second-order model has 
provided computed data closest to measured 
data.  The pressure given by this 
second-order wave model for 

0  Z  I
(1) (X,Y;t) I

(2) (X,Y;t) is 
 

 

pI (X,Y,Z,t)  pI
(1)(X,Y,0,t) pI

(2)(X,Y,0,t )

 Z

Z

pI
(1)(X,Y,Z,t)



Z0

 

 
4.12.9. Computational Methods 

Unidirectional- and multidirectional-wave 
systems are treated separately since the 
computational methods for the two cases are 
significantly different. 
 
Unidirectional Waves 

If waves travel in the direction that makes 
the angle  , measured counter clockwise 
from the positive earth-fixed X -axis as 
viewed from above, then one can change to a 
primed coordinate system with coordinates 
X , Y , Z  such that 

 

 

X '  X cos Ysin
Y '  Xsin Ycos
Z '  Z

 

 
The direction of wave propagation then 

coincides with the positive X -axis. 

 
First-Order Sums.  The first-order 

pressure is given by the equations 
 

 
pI

1  X,Y,Z,t   g aje
kj Z

j1

N



 cos  j t  kj X '  j 
 

 
where it is assumed that a0  0  holds. 

Second-Order Sums. The second-order 
correction to the pressure for 
unidirectional-wave systems is entirely due to 
difference frequencies: 

 

pI
2  X,Y,Z,t   pI

2  X,Y,Z,t 



4

ajaℓZjℓ
pe

i  j ℓ t kj kℓ X '  j ℓ 





ℓN

N


jN

N


 

where Zj
( p)  is defined by the equation 

Zjℓ
p  kj ,kℓ  

0 if kjkℓ  0

 j ℓ e
kj  kℓ Z

  j  ℓ max  j , ℓ 
 e

kj kℓ Z
if kjkℓ  0















.  

 
Multidirectional Waves 

An efficient method for calculating first- 
and second-order pressures is not known for 
situations in which wave directions and wave 
frequencies are irregular.  Therefore, it is 
assumed that wave amplitude is supplied on a 
topologically rectangular grid of points in the 
( ,)-plane so that 

 apℓ  a  p,ℓ   



 

 

for p N ,..., N  and ℓ 1,..., N  where 

a  a( ,)  is a real-valued function whose 
domain is a subset of{( ,) :      and 
0    2} .  The frequencies,  p , satisfy 

the equation,  p   p,  and the discrete 

amplitudes, apℓ,  satisfy the equation, 

a pℓ  apℓ.  For each p  and   there is a 

phase angle,  p .  For positive p, the phase 

angles are uniformly distributed random 
numbers between 0 and 2  radians.  For 
negative p, the phase angles are chosen so 
that  pℓ   pℓ.  It is assumed that the wave 

numbers are equally spaced so that kp  pk  

for some k .  The discrete wave numbers 
and angular frequencies are related by the 
equation kp  p | p | /g. 

 
The first-order pressure is given by the 

equation 
 

 

pI
1  X,Y,Z,t   g ' apℓe

i pℓei pt 
p0

N




ℓ1

N

 ekpZ

 cos kp X cosℓ Ysinℓ  

 ' apℓe
i pℓei pt ekpZ

p0

N



 sin kp X cosℓ Ysinℓ  

 

 
The primed summation symbol indicates 

that the first term in the summation should be 
halved.  The inner sums can be evaluated 
with the aid of Clenshaw's algorithm (Goertzel, 
1960; Luke, 1976; Newman, 1987; Press, et al., 
1986) if the wave numbers are equally spaced. 

 
The second-order correction to the pressure 

isgiven by the equation 

 

pI
2  X,Y,Z,t   

4
apℓ

pN

N






m1

N


ℓ1

N

 ei pℓei pt

e ikp X cosℓYsinℓ 

 aqmeiqmeiqtZpℓqm
p 

pN

N



e ikq X cosmYsinm .

 

The function Zpqm
( p)  Z( p) ( p,;q ,m)  

is defined by the equation 
 

 Zpℓqm
p  

 pq 1 cos ℓ  m  


 p q 2

gkpℓqm   p  q 2 ekpℓqmZ







1

2
e

kp  kq Z 


if pq  0

 pq 1 cos ℓ  m  


 p q 2

gkpℓqm   p  q 2 ekpℓqmZ







1

2
e
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If p q  and   m , there is a 

removable singularity.  In this case, the 

transfer function equals  p
2e2|kp|Z .  The sum 

over q  can be obtained with the aid of 
Clenshaw's algorithm after which the sum over 
p can be obtained with the same algorithm. 

 

If the second-order pressure due to the sum 

frequencies is desired, then the definition of 

Zpqm
( p)  should be modified so that it is 0 if



 

 

pq  0.  Similarly, if the second-order 

pressure due to the difference frequencies is 

desired, then the definition of Zpqm
( p)  should 

be modified so that it is 0 if pq  0. 

 
 
4.13. Linear Spectrum from a Nonlinear 

Spectrum 
 

In extreme nonlinear seas, one cannot di-
rectly use the measured spectra, ST ( ) , from 
these seas in an analysis, or to derive a sea- 
keeping prediction, but rather one must derive 
the underlying linear spectrum to describe the 
waves that should be simulated.  This is be-
cause nonlinear interactions between the linear 
waves will provide second-order, nonlinear 
contributions through the physics capturing 
wave-wave interactions. 

 
At extreme wave heights theoretical spec-

tra such as the Joint North Sea Wave 
Observation Project (JONSWAP) spectrum 
have nonlinear tails that are unrealizable in an 
experimental facility due to the breaking of 
high frequency waves.  The underlying 
realizable spectrum may be derived as the 
corresponding linear spectrum by the tech- 
niques to be described. 

 
The derivation of the linear spectrum 

underlying the nonlinear spectrum requires the 
solution of an integral equation describing the 
measured spectrum by either direct or indirect 
methods.  This section will introduce two 
possible methods of solving this problem, with 
the assumption that the process involves only 
first- and second-order processes, a reasonable 
assumption in most circumstances. 
 

4.13.1. Determining a Linear Spectrum 
Only the case of unidirectional waves is 

considered here since an integral equation sim-
ilar to the one that exists for unidirectional 
waves is not known for the case of multidirec-
tional waves.  A two-sided target spectrum, 
ST ( ), is assumed to have been provided by 
the user.  A two-sided linear spectrum 
S1( ),is sought which approximately satisfies 
the equation 

 

ST    S1  

    2 d




  S1  S1   Z2  ,  
 (30) 

for real   where 
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 (31) 

 
The details of the derivation are presented 

in Sclavounos (1992).  The spectral density, 
S1( ) , is that of the linear model and is 
defined as follows: 
 

 2
1

1

8 j ja S ω ω   

 
Therefore, the statistical inference of a 

second-order model reduces to the 
determination of the wave amplitudes, aj , so 

that the second-order spectral density best 
matches the measured spectrum, ST ( ) .  
The linear spectral density, S1( ) , may be 
selected from any of the standard families with 
parameters such that the equality (30) is 
satisfied in a least squares sense. 

 



 

 

For example, the ITTC spectrum may be 
used for the representation3, S1( ) : 
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In (32) an accurate estimate of the modal 

period, T1, may be available from full-scale 
measurements.  Significant wave height on 
the other hand must be selected so that (30) is 
satisfied as accurately as possible, given 
ST ( ).  The amplitudes of the regular wave 
components then follow from (31) and are 
used in equations for the representation of the 
linear- and second-order velocity potentials 
which then yield all desired quantities in the 
second-order wave-kinematics model. 

 
An alternative numerical approach such as 

the following might be considered.  Using the 
definition of Z  (31) and assuming that the 
spectra, S1( )  and ST ( ),  are even func-
tions of  , the integral equation can be re-
written as 
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The integral equation has no solution if the 

target spectrum has content of higher than the 
second order in the wave amplitude.  This 
subsection describes how a least-squares 
approximation to the desired linear spectrum, 

                                                 
3 This representation can be obtained from equations 
on page 38 of Beck, et al. (1989) if three significant 
digits are retained. 

S1( ) , may be obtained and thus avoids the 
issue of whether a solution exists or not. 

The numerical scheme that follows 
requires that discrete frequencies be equally 
spaced.  If this is not the case, then    
in the discretized integral equation will not be 
one of the discrete frequencies,  j , and any 

numerical scheme becomes complicated.  
The discrete frequencies in this subsection are 
therefore not necessarily those for which linear 
wave amplitudes, aj , are chosen in the next 

subsection, and the N  used in the description 
of the numerical scheme is not necessarily the 
number of positive wave frequencies used in 
the next subsection.  It is assumed that  j  

are given by the equation 
 

jω j ω   

for j  0,1,2,... and some increment of 
frequency  . 
 

If S1,0  0 , the integral equation can be 

discretized as 
 

 

ST ,ℓ  S1,ℓ

     2 S1,n S1,ℓnZn,ℓn
2  S1,ℓn Zℓn

2 
n1




 

 
Where Z

pq
 Z( p ,q ).  Here 

S1,p  S1(p )  and ST ,p  ST (p ).  The 

series is truncated and the equations are 
written as 
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for  1,2,..., N .  The frequency,  , 

and the number, N  are provided by the user.  
The objective is to minimize the sum 
 

2 2

1

N
Χ f


  


 

An initial guess, S1,ℓ
(0) ,  for the discrete 

linear spectrum is provided by the equation 
 

 S1,ℓ
0   ST ,ℓ   for ℓ 0,1,...,N  

 
All iterates for the linear spectrum are 

assumed to vanish at   0  rad/sec: 
 

 S1,0
p   0  for p  0,1,... 

 
It is now assumed that the p-th iterate, 

say S1,m
( p) , is known.  For m 1,2,..., N , 

S1,m
( p1) is chosen between (1 )S1,m

( p) and 

(1 )S1,m
( p) such that 
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is approximately minimized.  The number   
is somewhat arbitrary and can be provided by 
the user; it only serves to bound the interval in 
which a minimum of  2  is sought.  
Numerical tests for some spectra indicate that 
  0.1 is acceptable for those spectra.  To 

minimize  2 , we can check the sum at 

several, say 10, evenly spaced points, S1,m
( p1) ,  

in the interval, [(1 )S1,m
( p) ,(1 )S1,m

( p) ],  and 

make the change based on the 10 evaluations 
of  2. The number 10 is arbitrary and can be 
replaced by another value supplied by the user.  
Furthermore, the points do not have to be 
evenly spaced.  The whole process is 
repeated for a specified number of iterations.  
The sum  2  can be monitored and the 
iterative process can be truncated when the 
fractional change in the sum is less than a 
user-specified tolerance or no longer 
decreases. 
 

The desired values, S1,ℓ, for the discrete 

linear spectrum are given by S1,m
( p)  where p 

is the number of the most recent iterate.  
Interpolation is required if the spectral density 
function is desired at frequencies other than 
m  m . 

 

 

5. STATISTICAL UNCERTAINTIES 

ASSOCIATED WITH (EXTREME) 

SHIP- MOTIONS IN WAVES 

 

 

5.1. Introduction 
 

Measured data of physical phenomena can 
be classified as either deterministic or random.  
Often repeated measurements show variations 
due to the inability to control experimental 
conditions and/or due to the randomness of the 
physical phenomena considered.  For exam-
ple, the results from a standard resistance 
experiment are a deterministic quantity, which 
can be affected by small flow disturbances cre-
ated by previous test runs. 

 



 

 

A seaway, the loads on a vessel and the 
responses of a ship are all random processes.  
The results of scale-model experiments and 
numerical simulations of ships in waves de-
pend on the duration of the test runs or 
numerical simulations.  This is a key factor in 
determining the number of test runs for scale- 
model experiments and numerical simulations.  
Furthermore, in analysing test or simulation 
data, it is important to assess the statistical 
reliability of motions and events. 

 
Quantities such as incident waves and the 

resulting first-order ship motions can be re-
garded as “linear” signals for which straight-
forward formulas are known that describe its 
probability-distribution function as a function 
of the standard deviation of the signal.  The 
distribution of individual oscillations (“local” 
extremes) is known to satisfy distribution 
functions which depend on the bandwidth of 
the frequency spectrum of the signal.  The 
“most probable” extreme value of a signal is 
then characterised by the number of oscilla-
tions and the standard deviation. 

 
In the case of “nonlinear” phenomena such 

as wave-impact pressures, parametric- roll 
motions, water ingress on open-top container 
ships, and broaching, an estimate of the most 
probable extreme value cannot be solely based 
on the standard deviation and number of 
oscillations in the signal.  In such cases it is 
customary to sort the peak values and to plot 
these as a function of the frequency of exceed-
ance.  Fitting a distribution function and 
extrapolating to the required number of events 
yields the most probable value.  The reliabil-
ity of such a procedure depends heavily on the 
number of samples, for instance the number of 
slams encountered during a certain time period.  
The intention of this chapter is to provide 
methods for determining the duration of 
scale-model experiments or numerical simula-
tions such that linear motions can be obtained 

with a given uncertainty margin.  At the same 
time, methods are provided to predict the 
statistical uncertainty related to the occurrence 
of extreme motions. 

 
 
5.2. Linear Signals 

 
Incident waves and “linear” ship motions 

satisfy a Gaussian (or Normal) distribution 
function (Ochi, 1973).  This distribution 
function is characterised by the standard devia-
tion of the signal, qs : 
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Here N is the number of samples, qi is the 

sample value and q is the mean value of the 
signal: 
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The probability density function of a 

Gaussian distribution is: 
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The probability that a value,  q q , ex-

ceeds a certain value, qm, is obtained from the 
integral: 

 

    m
q

P q q q p y dy


          (33) 

 
Based on (33), Table 5.1 shows exceedance 

probabilities for several values of qm. 



 

 

 
Additionally, the stochastic variable, q, can 

be described by the distribution of amplitudes 
(peak values) of q.  When q has a Gaussian 
distribution, its amplitudes follow a Rayleigh 
or Rice distribution, depending on the 
bandwidth of the frequency spectrum (see 
Section 5.1).  Amplitudes are often the most 
interesting quantities in ship-motion analysis. 

 
qm  mP q q    mP q q    

3 qq s  99.9 0.13 

2 qq s  97.7 2.28 

qq s  84.1 15.9 

qq s  15.9 84.1 

2 qq s  2.28 97.7 

3 qq s  0.13 99.9 

Table 5.1 Exceedance probabilities. 
 

When qa =  q q is the amplitude of a 

Gaussian process then the mean of the highest 
one-third of the maximum to minimum values 
of qa is known as the significant double ampli-
tude of q. 

 
The most probable maximum value, 2qa,max, 

of the variable, q, depends on the number of 
oscillations, n, as shown by Longuet-Higgins 
(1957): 
 

a,max2 2s 2qq    

 
With 

 

  1
ln ln 1 (1 )

2
n e

       
 

 
For large values of n it can be shown that 

 

2qa,max  2sq 2ln n . 

 
Figure 5-1 shows a schematic view of the 

main quantities of interest. 
 
 

5.3. Nonlinear Signals 
 
In case of nonlinear quantities like large- 

amplitude roll motions or wave-impact loads, 
the estimate of the most probable extreme 
value cannot be based solely on the standard 
deviation and number of oscillations of the 
signal.  In this case it is customary to sort the 
peak values and to plot these as a function of 
the frequency of exceedance, i.e., the fraction 
of the amplitudes exceeding a certain value.  
Fitting a distribution function and extrapolat-
ing to the required number of events yields the 
most probable value.  In this procedure the 
highest value with zero “frequency” is actually 
not accounted for. 

 

 
Figure 5-1 Schematic view of a test signal; 
sigma represents the standard deviation. 

 
The cumulative, 3-parameter, Weibull- 

probability-density function is often used to fit 
the data.  The governing parameters in this 
distribution function are the scale parameter, 
 , shape parameter,   and offset,  : 
 



 

 

 
mq

mP q q e
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If the fit yields a shape parameter of 2  , 

the results resemble a Rayleigh distribution.  
For processes which are governed by quadratic 
values of the underlying motions (like the 
relative velocity which governs a wave impact 
pressure), 1  , which corresponds to a 
negative exponential distribution. 

 
The most probable maximum value is de-

fined by: 
 

β
a,max

1
2 θ α lnq

n
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Ochi (1990) describes several other types 

of distribution functions and how to derive ex-
treme values with a certain adopted exceed-
ance risk level.  The frequency of exceedance 
is the number of exceedances of a certain 
amplitude divided by the total number of 
amplitudes.  Figure 5-2 shows a typical fre-
quency of exceedance plot. 

 

 
Figure 5-2 Frequency of an exceedance plot. 

 
Highly nonlinear and rare processes like 

capsizing are difficult to fit by means of a 
distribution function, and prediction of the 

capsize probability requires special techniques.  
Naess & Moan (2012) and Wang & Moan 
(2004) describe and compare methods for ex-
treme-value estimation such as the Peak over 
Threshold (POT) method.  This method is 
based on peak values that exceed a certain 
threshold level; sample values that are below 
the threshold are not considered.  Using the 
POT method gives allows better modelling of 
the tail of the peak-value distribution. 

 
The opposite approach is to use only the 

less nonlinear part of the distribution function 
to make predictions of a threshold value.  In 
the case of capsizing for instance, the thresh-
old heel angle would be one where the righting 
moment arm (GZ) curve is at a maximum.  A 
variation on this approach is by Belenky, et al., 
(2012a) which describes a split-time method 
with separate approaches for the linear and 
nonlinear parts. 

 
 
5.4. Statistical Reliability 

 
Seakeeping tests are generally designed to 

obtain a fair estimate of the standard deviation 
of linear quantities.  As a rule of thumb, the 
standard deviation of linear signals obtained 
from realisations with a typical duration of 180 
wave encounters will show scatter (i.e., a 
standard deviation of the standard deviations 
of multiple runs of about 5%. 

 
For the analysis below it is assumed that 

the observed processes are stationary and er-
godic.  For stationary processes the true mean 
value of a quantity is time independent and the 
auto-covariance function is a function of time 
only.  A stochastic process is said to be 
ergodic if its statistical properties (such as its 
mean and variance) can be deduced from a sin-
gle, sufficiently long sample (realisation) of 
the process. 



 

 

 
For a given system under evaluation, the 

question is what is a sufficiently long measure-
ment duration? In general this depends on two 
properties of the spectral density function of a 
signal: the frequency where the spectrum has 
its peak value, ωP, and the bandwidth of the 
spectrum, b.  This is illustrated in Figure 5.3. 

 

 
Figure 5-3 Plot of spectral density vs 

frequency. 
 

Peak frequency is usually easily recognised 
(note that more than one peak may exist).  
The response bandwidth is small 
(narrow-banded) for lightly damped resonant- 
roll motions.  A more broad-banded response 
is observed for heave and pitch motions in 
head seas.  Low frequency responses due to 
wave- drift forces and course keeping enlarge 
the bandwidth of the frequency spectrum and 
have a profound influence on the statistical 
error as shown below. 

An estimate of the statistical error in the 
mean value is given by Pierce (1992) as: 
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where T is the run duration in seconds and Alf 
is the low-frequency-area ratio in the spectrum.  
This ratio is defined as: 
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For large durations (10) reduces to: 

 
2

q
PT
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

 (36) 

 
Multiplication of q with the standard 

deviation of the sample yields the error in 
physical quantities. 

 
Equation (12) can be used to determine the 

required duration given a certain error: 
 

 2

P q
T 

 
 (37) 

 
For a Gaussian process, an estimate for the 

statistical error of the standard deviation is 
given by Pierce (1992): 
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where the bandwidth, b, is defined at half the 
peak spectral density.  Vice versa, the re-
quired duration given a certain error follows 
from: 
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In summary, the variability of the standard 

deviation decreases when the bandwidth of the 
response spectrum increases and reduces with 
one over the square root of the duration.  The 
variability of the mean value depends on the 
low-frequency content and the peak frequency 



 

 

of the spectrum and is independent of the 
bandwidth of the signal.  It reduces with one 
over the duration, provided the low-frequency 
content is very low. 

 
It should be noted that for forward-speed 

cases, peak frequency and bandwidth of the 
encounter spectrum should be used in (34)– 
(39). 

 
 

5.5. Nonlinear Signals and Extreme Events 
 

The number of extreme events is generally 
much smaller than the number of wave 
encounters.  Due to this and the statistical 
scatter of nonlinear phenomena, the statistical 
reliability of this information may be quite 
limited.  Extrapolation of the probability of 
exceedance of measured extreme values to 
larger extreme values further increases the 
scatter; a reliable assessment of extreme and/or 
rare values requires a long test or a numerical 
simulation procedure. 

 
To illustrate the above problem, Figure 5.4 

shows the results of a numerical experiment in 
which a large number of time series (batches) 
were generated.  Each time series contained 
N peaks.  The function values followed a 
prescribed Weibull distribution. 

 
For 180 events (wave encounters or oscil-

lations) and 2  , a Rayleigh Distribution, 
the standard deviation of the batch mean 
amplitude is around 4%.  For N=180 the 
standard deviation of the most probable ex-
treme is about 8%.  When extrapolating 
smaller batches with N=20 to the 1/180 
probability level, the uncertainty in the most 
probable extreme increases to between 10 and 
20%. 

 

Considering the results for a nonlinear 
process  1   and a batch size of 20, the 

standard deviation of the most probable ex-
treme is about 30%; the standard deviation of 
the extrapolated most-probable extreme value 
with a 1% exceedance probability is some 
40%. 
 

 
Figure 5-4 Sample size and reliability. 

 
 
5.6.  Confidence Intervals for Mean and 

Standard Deviation 
 

When performing scale-model tests or 
numerical simulations, one may use the 
number of wave encounters to determine the 
required duration of a time series of linear 
motions and loads such that the results are 
accurate within an adopted confidence interval.  
For nonlinear motions and rare and/or extreme 
events, the number of encounters is usually 
unknown a priori, and statistical accuracy can 
only be determined after a certain test or 
numerical-simulation duration has been 
obtained.  Statistical accuracy can be 
assessed when uncertainty estimators are 
derived from the time signals.  The procedure 
below outlines derivation of such uncertainty 
estimators for single- and multiple-time 
records. 
 
 



 

 

5.7. Multiple Uncorrelated Time Records 
 

Multiple uncorrelated time records are 
obtained when a number of test runs or 
simulations are obtained under identical 
conditions but with a different wave sequence 
for each run or simulation. 

 
The mean value can be estimated using an 

averaged quantity of a single realisation over a 
time interval.  If the time series, ( )jq t , is the 

jth realisation of a stationary random process 
with time average, jq , and N samples per 

realisation, 
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An ensemble average, nq , is an average 

quantity of a set of n realisations: 
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The time-average, jq , and the ensemble 

average, nq , are estimators of the true mean, 
q .  Due to practical restrictions, the signal 
length, T, is often limited causing a difference 
between estimated averages and the true mean.  
When a finite set of n repeated time series, 

( )jq t , is available, the variance, Vn = 2
ns , and 

the standard deviation, ns , of the mean values 
are defined as: 
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For uncorrelated sample mean values, the 
first-order estimate of the random uncertainty, 

1,estu , follows from: 

1,
n
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u
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   

The 95% confidence interval for the mean 
value is then obtained from: 
 

95 1,1.96U n estq q u    

 
The factor 1.96 stems from a normal 

distribution for a 5% probability of 
exceedance. 

The variance of a single time trace is given 
by: 
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The mean variance, 2s , is given by 
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The variance of the variance for the 

ensemble of time records is 
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The random uncertainty, 1,estu , follows 

from 
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where 2 is the asymmetrical Chi-squared 
distribution-function value.  The 95% 
confidence interval for the standard deviation 
is then obtained from 

 

95 1,U v ests s u   



 

 

 
In its report to the 26th ITTC, the 

Specialist Committee on Stability provides an 
example of the application of the methodology 
for calculating variance of the mean and 
variance of the variance (ITTC, 2011a, 
Sect. 5). 

 
If there is only a single time record 

available, n = 1, this procedure does not work 
due to the factor, n–1, in the denominator of 
(40) and (41).  For single-time records a 
different procedure can be adopted as outlined 
in the next section. 

 
 

5.8. Single-time Records 
 

As explained by Bendat & Piersol (2010), 
the auto-covariance function of a signal 
enables the computation of the expected 
variance of the mean and variance of the 
variance.  The auto-covariance function 
shows the dependence between current (at 
time, t) and previous (time shift, τ) values of 
quantities in a stochastic process.  For sta-
tionary processes the true mean value of a 
quantity, μx, is time independent and the 
auto-covariance function is a function of time 
only.  The mean value and the auto- 
covariance function can be calculated using 
temporal averages for an ergodic, stationary 
random process: 

 

 
xxC    lim

T

1

T
0

T

 q t   q 
                               q t     q dt

 (42) 

 
where  is the time shift and T is the duration 
of the time series.  The mean value is defined 
as: 

 
0

1
lim

T

T
q q t dt

T
    

 
When  = 0, the auto-covariance value, 

xxC(0), is equal to the variance of the signal.  
It is noted that the auto-covariance function, 
xxC (), is related to the auto-correlation 
function, xxR(), by 

 

    2C Rxx xx q      

 
with 

     
0

1
T
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T

     

 
The variance of the mean value is given by 

Bendat & Piersol (2010): 
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T
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while the first-order estimate of the random 
uncertainty, 1,estu , now equals the standard 

deviation, s  s2 . 
 

The variance of the variance is given by 
Bendat & Piersol (2010) as 

 

sv
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2

T
0
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 1

T


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
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xxC 2  d.  

 
The first-order estimate of the random 

uncertainty, 1,estu , is the standard deviation. 

 
The uncertainty of the signal variance, 2

vs , 
is presented by the confidence interval 
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Here   and   are the confidence 
factors to be obtained from a Chi-square 
distribution, 2

 , where ν equals the degrees 
of freedom.  It is noted that this is an 
asymmetrical distribution with    . For 

more information see Bendat & Piersol (2010) 
or other statistical handbooks like Ochi (1973). 

Several methods can be found in literature 
for the computation of the auto-covariance 
function (Brouwer, et al., 2013).  The direct 
calculation according to (42) is a time-
consuming process.  A more efficient ap-
proach is to use Fourier transforms.  The 
Fourier transform of the auto-covariance func-

tion, xxC(), equals the spectral density func-

tion,   q(t) :  Sxx( f ).  The inverse transform 

yields 
 

  2( )C if
xxxx S f e df


 



    

 
where f denotes the frequency, 2f   . 

This computation is not without numerical 
problems; repetition and noise amplification 
can occur.  Belenky, et al. (2007) proposed to 
smooth the spectrum to prevent numerical 
problems.  Brouwer, et al. (2013) proposed to 
use a biased auto-covariance function to 
prevent such problems.  Brouwer, et al. 
(2013) also proposed an alternative method to 
determine the uncertainty of the mean and 
variance by using the covariance of correlated 
segments.  These segments are consecutive 
parts of a single, sufficiently long time record.  
Sufficiently long is defined here as 

 

Ts 
n

fL
   and   Ts 

n

b
 

 
where sT  is the length of a segment, Lf  is 
the lowest frequency component present in the 
signal,b is the bandwidth of the spectrum and 

n  is the number of segments.  They show 
that the estimator for random uncertainty for 
the mean value in the segment method is 
 

1,
n

est
s

u
n

     

 
Apparently, splitting a single measurement 

into several segments shows a much faster 
decrease of uncertainty than taking several 
uncorrelated measurements with the same total 
length.  A similar estimator for the variance is 
under development. 

 
 

6. REVIEW OF VULNERABILITY 

CRITERIA 

 
The review of vulnerability criteria, in-

cluding long-term probability of loss of a ship, 
is carried out both for intact and damaged 
ships.  Further development of vulnerability 
criteria that are required is outlined in Section 
6.4. 
 
 
6.1. What is a Vulnerability Criterion? 

 
The concept of a vulnerability criterion has 

a very clear definition when dealing with an 
intact ship.  In IMO documents, vulnerability 
criteria are intended as tools to assess whether 
a ship is susceptible to different modes of 
stability failures.  If a ship is susceptible to a 
stability failure that is neither explicitly or 
properly covered by the existing in-
tact-stability regulations, the ship is regarded 
as an “unconventional ship” for that particular 
stability-failure mode. 

 
An intact-stability failure occurs when a 

ship cannot remain within the design limits of 
the roll (heel, list) angle and a combination of 
rigid-body accelerations (IMO, 2008). 



 

 

 
The phenomena in waves which may cause 

large roll angles and/or accelerations have 
been identified in the 2008 Intact Stability (IS) 
Code, Section 1.2, Part A as follows: 

 
1. Restoring-arm-variation events such as 

parametric excitation and pure loss of 
stability; 

2. Critical behaviour under dead-ship 
conditions (i.e., loss of steering ability 
or propulsion, and possible endanger-
ment by resonant roll while drifting 
freely. 

3. Manoeuvring-related problems in 
waves (e.g., broaching-to in following 
and quartering seas when a ship may 
not be able to maintain a constant 
course, which in turn may lead to ex-
treme angles of heel). 
 

Therefore, under the specific agenda item 
devoted to “second-generation intact-stability 
criteria,” the activity at the IMO is focussed on 
the development of specific vulnerability crite-
ria for parametric roll, pure loss of stability, 
dead-ship conditions, and broaching.  Re-
cently, attention has also been given to the is-
sue of excessive accelerations. 

 
“Second-generation intact-stability criteria” 

are based on a multi-tiered assessment ap-
proach: for a given ship design, each stabil-
ity-failure mode is evaluated using two levels 
of vulnerability assessment.  The two levels 
of vulnerability assessment criteria at the dif-
ferent tiers are characterized by different levels 
of accuracy and computational effort. 

 
A ship which fails to comply with the first 

level is assessed by the second-level criteria.  
In a case of unacceptable results, the vessel 
must then be examined by means of a direct 
assessment procedure based on tools and 
methodologies corresponding to the best 

state-of-the-art prediction methods in the field 
of ship-capsizing prediction.  This third-level 
criteria should be as close to the physics of 
capsizing as practically possible. 

 
Direct assessment procedures for stability 

failure are intended to employ the most ad-
vanced technology available, yet be suffi-
ciently practical so as to be uniformly applied, 
verified, validated, and approved using cur-
rently available infrastructure.  Ship motions 
in waves, used for assessment on stability per-
formance, can be reproduced by means of nu-
merical simulations or model tests (IMO, 
2013a). 

 
At present, a great deal of attention is paid 

to specifying the characteristics of numerical 
simulations that adequately replicate ship mo-
tions.  This field will attract the interest and 
efforts of researchers and the rule-making 
community for the next several years (IMO, 
2014). 

 
In recent years the activity at the IMO has 

focussed on the development of first- and 
second-level criteria.  The first level of crite-
ria is designed to be a simple procedure based 
on geometry/hydrostatics, load conditions, and 
basic operational parameters, thus having low 
complexity but a higher safety margin.  The 
second level of criteria relies on simplified 
physics-based calculations with reasonable 
computational efforts and straight-forward 
applications following suitable guidelines.  
This second level is characterised by a moder-
ate level of complexity coupled with the 
appropriate safety margin.  It is important to 
point out that this second level vulnerability 
criterion should be able to eliminate any 
suspicion of vulnerability and if this is not the 
case it should confirm vulnerability and justify 
the application of direct stability assessment 
for this mode (IMO, 2010). 

 



 

 

For a damaged ship, it is uncommon to find 
explicit reference to the term “vulnerability 
criteria” in the literature.  There currently 
appears to be no structured reference frame-
work for damaged ships as there is for intact 
ships with functions and purposes. 

 
In the warship context, the word vulner-

ability may be defined as an antonym of the 
term survivability (see Paragraph 2.3) since 
vulnerability is the conditional probability of 
being ‘lost’ given a certain scenario.  In a 
situation where susceptibility (probability of 
being damaged) is equal to 1, survivability and 
vulnerability can be considered mathematical 
“opposites” for the purpose of this review. 
 

 

6.2. Second-generation Intact-stability 

Vulnerability Criteria 
 

There is a need to properly balance the as-
sessment of the probability of capsizing be-
tween a specific sea state and an average of 
sea conditions.  This need is well illustrated 
by Reed (2009) where the criticalities due to 
predictions based on linear superposition of a 
phenomenon claimed universally as nonlinear 
are discussed. 
 
6.2.1. Review of Vulnerability Criteria 

As already discussed, vulnerability criteria 
for specific stability failures are under devel-
opment at the IMO.  In the last ten years re-
search communities have been very active in 
this subject area.  At STAB conferences and 
ISSW workshops there have been dedicated 
sessions on related in the area of vulnerability 
criteria. 

 
Two levels of vulnerability criteria and 

standards for parametric-roll resonance, for 
pure loss of stability, and for broaching are 

going to be finalised very soon.  Further de-
velopment is needed in relation to dead-ship 
conditions and excessive accelerations (IMO, 
2014). 

 
For the pure loss-of-stability failure mode, 

the vulnerability criteria are expressed in IMO 
(2013a).  The first vulnerability level is fo-
cussed on the transverse metacentric height, 
GM, which is calculated when a longitudinal 
wave passes a ship.  In this calculation the 
moment of inertia of the water plane is consid-
ered at a draft corresponding to the level of the 
wave trough.  The wave height that is used in 
this calculation is described in this method.  
The criterion is very simple and straightfor-
ward and is based on the traditional hydrostat-
ics of a vessel. 

 
As an alternative at the first level, the met-

acentric height (GM) can be determined as the 
minimum value calculated for a ship balanced 
on a wave crest.  The wavelength is selected 
equal to the ship length and with a specific 
wave height.  The wave crest is then centred 
at different longitudinal positions along the 
vessel and the hydrostatics are calculated. 

 
The second level of vulnerability criteria 

takes into account characteristics of the right-
ing arm, GZ, in longitudinal waves and then 
weighted averages of these stability parame-
ters are calculated.  As in the level one 
method, the calculations are conducted with 
the vessel balanced on a wave with the wave 
crest at different longitudinal positions along 
the vessel. 

 
The selection of wave heights and 

wavelengths used in the calculations are still 
under discussion, with two main options.  
The first option is based on sixteen 
representative wave cases.  The second 
option is based on Grim’s (1961) effective 
wave height calculated for all possible 



 

 

significant wave heights and zero-crossing 
wave periods in the wave scattering diagram 
of the North Atlantic, but with the wavelength 
equal to the ship length (Umeda, 2013). 

 
In the case of parametric-roll-stability fail-

ure mode, reference is made to IMO (2013a, 
2013b).  The first level vulnerability criteria 
is based on the ratio between variations of am-
plitude of the GM when a longitudinal wave 
passes a ship, and, the GM of loading condi-
tions in calm water.  Variations of the GM 
amplitude are evaluated by considering half 
the difference between the moment of inertia 
of the water plane calculated at the draughts 
corresponding to the height of the wave crest 
and the wave trough.  Wave height is again 
described in the methodology. 

 
Another alternative in determining the 

variation of GM may be calculated as half the 
difference between the maximum and mini-
mum values of the GM calculated, assuming a 
ship to be balanced on a series of waves with 
the wavelength equal to ship length and pre-
scribed wave height, with the wave crest cen-
tred at the longitudinal centre of gravity and at 
each 0.1L forward and aft from the longitudi-
nal centre of gravity. 

 
Second-level vulnerability criteria consists 

of two stages.  Evaluation of the first stage 
employs the calculation of the ratio of GMs 
from the first level of vulnerability, but uses a 
statistical average of the results from multiple 
wavelengths and wave heights in the computa-
tions instead of using a single wavelength and 
single wave height.  The ratio in the first 
stage of second-level vulnerability also as-
sumes the ship to be balanced on a set of 
waves defined in terms of prescribed wave-
lengths and wave heights. 

 
In the second stage of the second-level of 

vulnerability criteria, a weighted average-roll 

amplitude in head and following seas is also 
evaluated.  Roll response is calculated using 
the equation for uncoupled roll motion while 
accounting for the influence of pitch and heave 
quasi-statically.  A range of speeds is consid-
ered and the environment is described by a 
specified set of waves.  Grim’s effective 
wave height is calculated for all possible 
significant wave heights, and for zero-crossing 
wave periods appearing in the wave-scatter 
diagram of the North Atlantic, with 
wavelength equal to ship length.  With this 
procedure the roll amplitude for all possible 
short-term sea states in the North Atlantic is 
obtained.  The probability of encountering 
critical sea states where the roll amplitude is 
greater than the critical angle can be calculated 
and compared with the required standard 
(Umeda, 2013). 

 
For broaching stability failures (IMO 

2013a), the first vulnerability level is very sim-
ple and only considers the Froude number and 
ship length. 

 
For the second level of vulnerability, the 

critical Froude number (i.e., corresponding to 
the susceptible threshold of surf-riding), is 
evaluated for a regular wave with a specific 
steepness and a specific ratio between the 
wave and ship length.  The short-term prob-
ability of surf riding can be calculated with 
Longuet-Higgins’s theoretical formula for the 
joint-probability-density function of local 
wave height and length.  The long-term prob-
ability of surf riding needs to be calculated 
with the wave scatter diagram of the North At-
lantic and compared with an acceptable stand-
ard (Umeda, 2013). 

 
The issue of dead-ship conditions (IMO, 

2013a) at the first vulnerability level is dealt 
with by the adoption of the IMO weather crite-
ria, and amended in the specific area of wave 
steepness. 



 

 

 
For the second level of vulnerability crite-

ria, a weighted average representing a compre-
hensive failure index, is evaluated considering 
different combinations of possible environ-
mental conditions (IMO, 2012).  The refer-
ence exposure time is one hour.  Calculation 
of a possible critical-roll angle is repeated for 
several sea states according to the relevant 
wave-scattering diagram.  The necessary 
calculations can be made using one of two 
methodologies, both of which are based on the 
same underlying one degree of freedom (DoF) 
model, but are slightly different in their cal-
culation details (IMO, 2013c).  One method 
uses the linearization of the GZ curve in the 
vicinity of the equilibrium heel angle under the 
action of mean wind, and estimating the failure 
probability by means of the equivalent-area 
concept.  The second method approximates 
the original GZ curve with piece-wise linear 
curves.  More details about the two method-
ologies are available in IMO (2009).  Bassler, 
et al. (2009) provides a critique of the two ap-
proaches from a theoretical point of view. 

 
For the problem of excessive accelerations, 

proposals for the first and second vulnerability 
levels are still under development at the IMO.  
The most recent version of these criteria is 
given in IMO (2012). 

 
Based on the work described above, espe-

cially for the second-level vulnerability criteria, 
it is evident that the assessment of a ship is 
structured in terms of ship-environment inter-
action.  While formulating the criteria, ship 
characteristics are given as defined by a design 
team and fixed in terms of geometry and speed.  
The loading condition is defined as the “load-
ing condition under investigation.” 

 
Attention, therefore, is very much focussed 

on the issue of including environmental 
conditions in the methodology of assessing 

ship vulnerability.  In general, this inclusion 
is made by means of a weighted average using 
a large number of wave cases.  This approach 
seems to be sufficiently appropriate to measure, 
with a certain level of accuracy, the vulnerabil-
ity of a ship.  The adequacy of the assessment 
tools requires further examination when com-
bined with standard values. 

 
Notwithstanding the robust and efficient 

theoretical and methodological approaches as 
the basis of the present vulnerability criteria, 
consistency with the use of other possible 
sources of wave statistics (on the discretion of 
various nations’ Administrations) needs to be 
taken into consideration. 

 
As an extrapolation, the so-called “direct 

assessment” can be considered a vulnerability 
criterion also.  In this case the approach con-
sists of two major parts:  identification of a 
tool/methodology that adequately predicts ship 
motions in waves; and development of a pro-
cedure that determines ship safety based on the 
likelihood or risk of stability failure.  IMO 
(2013a) provides a description of the capabili-
ties of a methodology which is used for direct 
assessment presented by different stabil-
ity-failure modes.  In the same document 
measurement of stability-failure likelihood is 
described as a probabilistic performance-based 
criteria. 

 
Validated numerical tools are necessary, 

but not sufficient by themselves to complete a 
direct stability assessment.  There should be a 
prescribed procedure of applications of the 
tools, and following such a procedure, multiple 
applications should reach the same conclu-
sions on a subject vessel.  The procedure 
should also describe how to choose loading 
and environmental conditions.  The measure 
of likelihood of stability failure is the main 
result of a direct stability assessment. 

 



 

 

When using validated numerical tools, the 
following issues must be addressed:  time of 
exposure; the problem of rarity (see also IMO, 
2011, Annex 1; and IMO, 2007b); statistical 
uncertainty; a set of loading conditions (rea-
sonably selected from a vessel-stability book-
let); and environmental conditions (in terms of 
the type of wave spectrum and its characteris-
tics). 

 
The proper selection of wave conditions is 

a key issue (Belenky, et al., 2009a).  In order 
to provide practical and consistent vulnerabil-
ity criteria, stability failures must be evaluated 
for reasonable environmental and operational 
conditions.  It is usually possible to find a 
combination of these conditions which results 
in a stability failure.  While excluding unre-
alistic operational conditions is relatively obvi-
ous, determination of appropriate wave condi-
tions is more difficult, due to their stochastic 
nature. 

 
For the intact-ship condition the biggest 

issues of vulnerability assessment, in addition 
to the environmental context, are the proper 
prediction of the physical behaviour of an in-
tact ship in her interaction with a seaway, cou-
pled with the statistics of ship conditions (dis-
placement, center of gravity (CG), speed, etc.).  
All of these factors need to be taken into ac-
count in an overall capsize-probability assess-
ment (Ypma & Harmsen, 2012).  In this per-
spective an Insufficient Stability Event Index 
(ISEI) has been defined and applied to several 
full-scale capsizing events with appropriate 
numerical methods and procedures in order to 
establish appropriate threshold values (Krue-
ger & Kluwe, 2010). 

 
The attention to ship vulnerability is evi-

dent also in the field of naval ships (Beaupuy, 
et al., 2012; Gu, et al., 2012) and is expressed 
in terms of capsizing probability. 
 

6.2.2. The Problem of Rarity 
For the treatment of the problem of rarity, 

several techniques have been investigated:  
envelope peaks over threshold (EPOT) (Ypma 
& Harmsen, 2012); critical wave groups (Shi-
gunov, et al., 2012); split time for dead-ship 
conditions and split time for surf riding 
(Belenky, et al., 2012b). 

 
The split-time method is proposed as a 

possible way to simplify the approach for pre-
dicting the probability of ships capsizing in 
irregular waves, and separating the prediction 
process into a rare problem and a non-rare 
problem.  The non-rare problem is treated 
through direct statistical processing of the 
time-domain motion data so the intermediate 
threshold is expected to be low enough that 
up-crossing statistics may be evaluated directly.  
The rare problem is solved by using the roll 
rate at the instant of up-crossing in order to 
find the value that leads to the specified 
stability failure (Belenky, et al., 2013; Belenky, 
et al., 2009b).  A very interesting discussion 
of potential applications of POT and EPOT 
approaches is given in Belenky & Campbell 
(2012). 

 
In Themelis & Spyrou (2006) an interest-

ing alternative use of a short-term or long-term 
prediction is postulated.  Given a particular 
ship, the methodology can be deployed for 
short- or long-term assessments, depending on 
the intended period of exposure to the weather.  
In the current context, “short-term” is de-
scribed as an assessment for a single trip, with 
a time window of a “few hours” forecast of 
weather parameters.  Such an assessment 
could serve as a decision-making tool in an 
operational situation.  Long-term assessments 
are performed for a variety of reasons on an 
annual basis or projected on a ship’s lifespan.  
The use of a long-term assessment is most 
common during the design phase of a ship. 



 

 

6.3. Damaged-ship Survivability Criteria 
 
There are several degrees of increased 

complexity involved in damaged-ship 
dynamic-stability studies compared with 
intact-ship dynamic-stability studies (Peters & 
Wing, 2009). 

 
Additional issues involved in developing 

survivability criteria for a damaged ship versus 
an intact one include the damage scenario it-
self, the flooding process, and the presence of 
water on-board after damage. 

 
The damage itself introduces further sta-

tistical and probability issues into the problem.  
Flooding, especially in the progressive transi-
ent phase is characterised as stochastic in na-
ture, while water on-board enhances the 
nonlinear implications in the behaviour of a 
ship. 

 
Because of the uncertainty and stochastic 

nature of flooding, the identification and 
discussion of vulnerability criteria are further 
complicated with regard to the intact-ship 
problem.  Therefore, dealing with a damaged 
ship will require a more comprehensive tool 
for the prediction of the physical behavior of 
the ship, inclusive of the damage scenario and 
flooding phenomenon (Ruponen, et al. 2012; 
Dankowski, 2012). 

 
Harmsen (2006) presented a study about 

the impact on stability of progressive flooding 
through small openings.  However, additional 
studies are required on how to deal with these 
effects in static-stability calculations. 

 
In damaged-ship scenarios, time is a cen-

tral issue in vulnerability investigations 
(Spanos & Papanikolaou, 2014), and often 
represents the most important factor in many 
situations: e.g., time-to-flood and time-to- 

capsize (Spanos & Papanikolaou 2007; Spanos 
& Papanikolaou, 2014; Jalonen, et al., 2012); 
time-to-sink (Van’t Veer, et al., 2002; Ruponen, 
2007); survival time (Jasionowski, et al., 2004; 
Pawłowski, 2008).  In Ran, et al. (2012) the 
importance of the proper modelling of water 
ingress is pointed out because of its influence 
on time-to-capsize. 

 
The strong influence of time on ship 

survivability is emphasised, especially for Ro- 
Ro ships, in Spanos & Papanikolaou (2010) 
where time-dependant survivability is analysed.  
The time issue for passenger ships is also dis-
cussed in Spanos & Papanikolaou (2012) 
where time-to-capsize for a given ship is as-
sumed as a random variable depending on: 
random environmental conditions during a 
flooding casualty; the random shape and loca-
tion of the hull breach; and the ship’s loading 
and local (e.g., arrangements and permeability) 
details of the flooded spaces.  In the case of 
passenger ships, the statistical probability 
distribution (when capsizing is a possible 
event), can be approached with a basic Monte 
Carlo simulation.  In this method time-to-
capsize is sampled from a deterministic time- 
domain simulation for ship flooding and for a 
sufficiently large number of damage cases to 
meet statistical convergence of the results. 

 
A comprehensive approach to possible 

passenger ship loss must consider both the is-
sue of time-to-sink together with an evacuation 
model (Skjong, et al., 2006; Spyrou & Roupas, 
2006). 

 
Determination of the time required to carry 

out emergency procedures for a damaged ship 
is the result of a survivability 
assessment.(Spanos & Papanikolaou, 2012; 
and Jasionowski, et al., 2010).  This problem 
of the time needed to carry out emergency 
procedures is implicit in the safe-return-to-port 
concept (IMO, 2007a).  Within a certain 



 

 

damage threshold, it is assumed that the ship 
will survive indefinitely, whereas if the 
threshold is exceeded and abandonment 
becomes a possible event, then sufficient time 
is needed to carry out emergency procedures. 

 
In investigations where “time” is a fixed 

parameter (30 minutes, one hour, etc.), the out-
come of the assessment process is given in 
terms of: capsize probability (Jasionowski, et 
al., 2004); probability of survival (Tagg & 
Tuczu, 2002; van’t Veer, et al., 2004; IMO, 
2005); capsizing risk, capsizing index, and 
capsizing band (Papanikolaou, et al. 2010; 
Tsakalakis, et al. 2010).  In these investiga-
tions with “time” a fixed parameter, attention 
is paid to environmental conditions, in particu-
lar to significant wave height.  It is recog-
nized that predicting ship survival is not a 
well-defined process, but there is a range of 
conditions within which the transition from 
“safe” to “unsafe” takes place.  By conven-
tion this range has been named the “capsize 
band.”  This band begins at highest wave 
height where no capsizes are observed and 
ends at the lowest wave height where all 
predictions result in loss of ship.  In order to 
better describe the capsize band, the term, 
rate-of-capsize, has been introduced. 

 
For example, a capsize band is created by 

reporting the rate-of-capsize as a function of 
different, significant wave heights, creating a 
sigmoid distribution.  The rate-of-capsize is 
the probability of capsizing (PF) given a 
particular sea state. 

 

 

Figure 6-1 Capsize-rate values for different 
Hs and different loading conditions 

(Tsakalakis, et al. 2010). 

 
Therefore PF will be 0 at the lower end of 

the capsize band and 1 at the upper end.  The 
point of the capsize band where PF = 0.5 is the 
critical wave height and it is this value that is 
used by convention when referring to ship 
survivability. 

 
It is also important to analyse the influence 

of a specific damage/flooding scenario as 
shown by Tellkamp & Cramer (2002).  In 
Vassalos (2012) and in Vassalos & Ja-
sionowski (2013), a definition of vulnerability 
is given as “the probability that a ship may 
capsize within a certain time when subjected 
to any feasible flooding case.” 

 
The above definition is applied in Jalonen, 

et al., (2012), where expressions like “vulner-
ability to flooding” and “vulnerability to open 
watertight doors” are used in relation to a rapid 
capsize. 

 
For the survivability of a ship in a damaged 

condition, safety rules have recently shifted 
from a deterministic approach to a 
probabilistic one (IMO, 2005), where a 
comprehensive procedure is carried out in or-
der to attain an A Index representative of the 



 

 

global performance of a ship in case of dam-
age.  The term 1-A is the probability of 
capsizing/sinking and is applied in risk evalua-
tion procedures (Zaraphonitis, et al., 2013).  
A strong correlation between ship survivability 
and wave height is presented in Peters & Wing 
(2009) where a global, relative damage-loss 
index is formulated and applied. 
 
 
6.4. Further Developments in a 

Survivability Definition 
 

In the past decade there has been a trend to 
create principles for a move from 
prescriptive-based to performance-based ap-
proaches in the field of ship safety and in 
particular, in the fields of both intact-ship 
stability and damaged-ship stability (Peters, et 
al., 2013; Vassalos, et al., 2005; Kobyliński, 
2007). 

 
In developing a new approach in terms of 

risk assessment, it is assumed that the safety 
rules will be restructured.  In general risk 
assessment relies on a physics-based 
assessment of ship behaviour, given some 
physical and environmental conditions, and the 
proper treatment of the statistics involved in 
order to get to a strong probability of 
occurrence (or non occurrence) of an 
undesired event. 

 
A large number of experimental studies 

have been carried out in order to support the 
possible theoretical approaches and the studies 
have been shown to be of great importance, 
particularly in the field of damaged-ship stabil-
ity. 

 
The assessment of ship vulnerability in 

terms of ship loss is the result of a comprehen-
sive methodology where the following points 
are identified: 

 
1. Loss mode 
2. Loss threshold 
3. Ship operational conditions 
4. Environmental conditions 
5. Time of exposure 
6. Methodology for short-term prediction 
7. Methodology for long-term prediction 

(taking into account the problem of rar-
ity for an intact ship). 

 
The extension of the meaning of “loss” is 

already considered (Peters & Harrison, 2006) 
when applied to naval ships.  For a naval ship, 
the concept of mission continuity needs to be 
part of the meaning of “loss.”  Instead of only 
the physical damage to a naval vessel being 
considered, mission continuity, which is con-
cerned with the ability of a vessel and crew to 
both defend herself and perform its required 
mission, must also be considered.  Mission 
interruption is one example of a mission-
continuity loss and can be described as an 
“indirect loss,” contrasted with “direct loss” 
from damage to ship systems due to structural 
and flooding damage. 

 
Validation of the individual steps of a 

methodology and of an assessment framework 
as a whole is vital to build confidence in the 
final outcomes (Smith & Campbell, 2013; 
Montewka, et al., 2013).  The importance of 
defining the relationship between capsize 
probability and general ship properties is dis-
cussed in Ypma & Harmsen (2012). 

 
In Bassler, et al. (2009) some fundamental 

issues are raised in relation to the selection of 
realistic environmental conditions.  This pa-
per highlights the fact that an unrealistic envi-
ronmental condition may lead to incorrect re-
sults, even if the criteria are technically correct.  
In Bassler, et al. (2009) some possible options 
for using realistic environmental conditions 
are listed: e.g., an equivalent wave for life- 



 

 

time risk; a short-term sea state deemed 
“representative” of a specific ship-operational 
profile; and a long-term approach using a scat-
ter diagram for a representative part of the 
World Ocean. 

 
Consideration must be given to the 

appropriate application of classical metho- 
dologies developed for the evaluation of ex-
treme values of structural loads to stability 
prediction.  A typical scheme for the cal- 
culation of extreme loads is based on long- 
term statistics, so a number of sea states needs 
to be considered.  An operational profile is 
usually assumed based on existing experience.  
It includes the fraction of time that a ship is 
expected to spend in each sea state.  Short- 
term probability of exceedance is calculated 
for each sea state; then the formula for total 
probability is used to determine the life-time 
probability of exceedance of the given level.  
This level is typically associated with signifi-
cant wave height and a zero-crossing or mean 
period. 

 
In calculating extreme loads, actual physi-

cal failure and the implied possible nonlineari-
ties are not considered.  The discussion in 
Bassler, et al. (2009) highlights the relevance 
of what is discussed above, specifically in the 
short-term phase of the evaluation.  Consider-
ing a regular wave as the equivalent of a spe-
cific sea state is attractive because of its 
simplicity.  However, the physics of some 
stability failures may be quite different in 
regular and irregular waves. 

 
When vulnerability criteria are probabilis-

tic in nature, then the next important parameter 
to examine is the time scale, whether long- 
term or short-term.  Short-term, as already 
mentioned earlier in this report, refers to a 
time interval where quasi-stationary statistics 
are assumed.  A long-term scale covers a 

larger time interval such as a season, a year, or 
the life-time of a vessel. 

 
A short-term description of the environ-

ment can be characterised by one sea state or 
wave spectrum.  However, if either of the 
above are chosen for use in a vulnerability 
criteria, justification will be required as to why 
a particular sea state or wave spectrum is used.  
Justification of the choice is important because 
sea states which are too severe may make the 
criteria too conservative and diminish its value.  
Special research is needed in order to choose a 
sea state “equivalent” or “representative” for a 
ship’s operational profile.  This may result in 
a ship-specific sea-state to use for assessment. 

 
An alternative to the selection of a limited 

set of environmental conditions may be the use 
of long-term statistics considering all the 
combinations of weather parameters available 
from scatter diagrams or appropriate analytical 
parametric models. 

 
In the traditional literature of naval 

architecture and ship design, long-term predic-
tion is usually performed with a statistical 
model composed of a short-term probability 
distribution of ship responses obtained with 
the linear superposition principle and a long- 
term occurrence-probability distribution of sea 
states provided in an ocean-wave statistics 
table. 

 
A difficult issue for finding a shared vision 

is the identification of a representative, if not 
realistic, environmental and operational 
context (Perrault, 2013).  It has been proven 
that proper representation of the wave environ-
ment is key to correctly evaluating dynamic- 
stability-related risks (Rosén, et al., 2013). 

 
For an intact-ship assessment, the non-

ergodic nature of capsizing is incompatible 
with the linear hypothesis of the traditional 



 

 

statistical procedures used to assess the risk of 
capsizing for an intact ship.  Further develop-
ment of a proper theoretical approach and/or 
acceptable approximated methodology is 
needed. 

 
It must be decided in the case of a damaged 

ship whether the assessment should be posed 
in terms of probability of survival or in terms 
of survival time. 

The introduction of the human-factor ele-
ment is beyond the scope of this Committee 
but it is an important element in the process of 
assessing ship vulnerability.  Evaluation of 
ship behaviour should remain in the design 
domain; however; when moving towards an 
operational context, the human-factor influ-
ence cannot be disregarded (Kobylinski, 
2012). 

 
Once a satisfactory process is identified for 

assessing ship vulnerability, additional effort 
will be required to evaluate the acceptable 
level (Sheinberg, et al., 2006). 

 
 

7. DAMAGE-STABILITY-IN-WAVES 

PROCEDURE 

 
Procedure 7.5-02-07-04.2, “Model Tests on 

Damage Stability in Waves,” provides a test 
procedure for carrying out model tests on a 
damaged ship in irregular waves to determine 
the probability of capsizing, or the significant 
wave height that will cause a model to capsize 
in a fixed time period.  The Committee 
investigated the significance of scale effects in 
air pressure on flooding-model tests under 
atmospheric conditions, and also how to deal 
with inertia due to floodwater mass.  Based 
on these investigations, the Committee up-
dated two ITTC recommended procedures:  
Procedure 7.5-02-07-04.2, “Model Tests on 
Damage Stability in Waves,” and Procedure 

7.5-02-07-04.4, “Simulation of Capsize Be-
haviour of Damaged Ships in Irregular Beam 
Seas.” 
 
 
7.1. Scale Effects in Air Pressure 

 
There are some cases in which the flooding 

of a ship is affected by the air pressure inside 
the vessel.  The main contribution of air 
pressure takes place in the “trapped-air case” 
and in the “vented-air case with small vent 
area.” In a model test of a damaged ship, if the 
air pressure is maintained at atmospheric pres-
sure, then scale effects in air pressure occur. 

 
Let   be the ratio of ship length to model 

length.  The model-scale pressure should be 
scaled by 1   in order to maintain dynamic 
similitude.  That is, if the model is small, then 
the pressure of the air should be reduced 
proportionally.  This is possible only in a 
depressurised tank facility.  However, most 
model basins can only test under atmospheric 
air conditions, not under scaled-air pressure 
conditions.  Figure 7.1 reveals, conceptually, 
the difference in pressure head between scaled 
air-pressure model test and an atmospheric 
pressure model test. 

 

 

Figure 7-1 Concept of a scaled-model test. 

 
For a trapped-air case, the pressure of the 

model in atmospheric conditions is higher than 
in scaled pressure.  Therefore, flooding to 



 

 

that compartment is restricted as shown in Fig-
ure 7-2. 

 

 
Figure 7-2 Flooding in a trapped-air case. 

 
For a vented-air case, air is compressed 

and the internal pressure increases.  The pres-
sure under atmospheric conditions is higher 
than under scaled-air pressure, so the flooding 
speed will be slower than under scaled-air 
pressure, and the following situation will occur, 
Figure 7-3. 

 

Figure 7-3 Flooding in a vented-air case. 
 
The above situation can be simulated by 

using the state equation of air, 
 

.PV const    

 
where P  is the absolute pressure of the air, 
V  is the volume under consideration, and   
is the ratio of specific heats; in the case of air 
  is 1.0 for an isothermal process and 1.4 for 
an adiabatic process.  The flow through an 
opening can be estimated by the orifice equa-
tion. 

 

Figures 7-4, 7-5 and 7-6 show the water- 
height behaviour along with scaled time in the 
case of a trapped-air case for both small and 
opening large openings in a compartment bot-
tom. 

 

 

Figure 7-4 Schematic drawing for flooding 
in a non-vented air case. 

 

 

Figure 7-5 Flooding in a non-vented air case 
for a small opening. 

The above two figures are exactly the same 
except for the time scale.  This time scale 
difference comes from the opening-area ratio.  
As one over the scale ratio becomes small, the 
final water height is reduced also.  In this 
case, the scale effect of air pressure is 
significant, regardless of the size of the open-
ing. 
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Figure 7-6 Flooding in a non-vented air-case 
for a large opening. 

 
For a vented case, Figures 7-7 to 7-10 

show the density ratio of air and water height 
during the flooding process. 

 
The ratio of vent area to damage area plays 

an important role in the flooding process.  
When this ratio is large, i.e., for a large-vent 
area, the scale effect turns out to be small.  
For the small-vent area, the scale effect is large 
during the initial stage, and as time passes the 
scale effect becomes small. 

 
In order to reflect the damaged-model-test 

procedure in which a model is initially set in 
equilibrium condition, the effects of assuming 
the air-compression process to be isothermal 
or adiabatic can be simulated after setting the 
inner air pressure to be equal to the outside 
water pressure at the position of the damaged 
opening.  For this purpose, the pressure of the 
compartment is initially set to the outside wa-
ter pressure for the vented case.  Figures 7.11 
and 7.12 show the flooding process of the iso-
thermal and adiabatic processes, respectively.  

 

Figure 7-7 Schematic drawing for flooding 
in a vented-air case. 

 

Figure 7-8 Flooding in a vented-air case for a 
large air-vent area. 
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Figure 7-9 Flooding in a vented-air case for a 
medium air-vent area. 
 

 

Figure 7-10 Flooding in a vented-air case for 
a small air-vent area. 

 
If the flooding speed is slow, the air- 

compression process will be isothermal; if the 
flooding speed is fast, the air-compression pro-
cess will be adiabatic.  When a damaged ship 
with a large damage opening floats in waves, 
the flooding due to wave and ship motion is 
relatively fast, so an adiabatic process takes 
place in the air-compression process.  Figures 
7.11 and 7.12 show that the scale effect is not 
large. 
 

 

Figure 7-11 Flooding for the isothermal 
process when air pressure was initially 

balanced. 
 

 

Figure 7-12 Flooding for the adiabatic 
process when air pressure was initially 

balanced. 
 

In line with the above discussion, it can be 
concluded that the scale effect is large for the 
trapped air/small-vent area case.  For other 
cases, the scale effect is small and can there-
fore be ignored in model tests of a damaged 
ship. 

 
Under atmospheric conditions, it is possi-

ble to use alternative methods to reduce the 
scale effect of air pressure.  For the case of a 
small-vent area, the vent opening can be en-
larged to an appropriate size in order to reflect 
the inflow and outflow of a full-scale situation.  
For the case of trapped air, a simple solution 
would be to attach a balloon to the compart-
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ment in order to lessen the scale effect of air 
pressure, and to obtain realistic flooding re-
sults in a test condition. 

In summary, if a damage opening is large 
and the compartment is well vented, scale ef-
fects due to air pressure will be small, and 
model tests in atmospheric conditions are 
suitable.  The scale effects will be large in a 
trapped-air or a small-vent area case.  If pre-
cise and accurate test results are required, the 
use of pressure regulation values on compart-
ments to control the internal pressure may be a 
viable solution in the former situation, or in 
either case, model tests may be conducted in a 
depressurised model basin.  At a minimum, 
when model tests are conducted under atmos-
pheric conditions, modifications are recom-
mended to reduce scale effects. 

 
Procedure 7.5-02-07-04.2, “Model Tests on 

Damage Stability in Waves,” was updated to 
reflect the above discussion. 
 
 
7.2. Inertia Due to Floodwater Mass 

 
Floodwater inertia has two main effects on 

a ship’s behaviour; one is the inflow/outflow 
effect, and the other effect is the inertia of the 
flood water itself. 

 
7.2.1. Floodwater Domain 

There is a problem of which region of a 
ship should be treated as floodwater if the 
damage opening is large enough.  First a 
more reasonable and clear definition of flood-
water in the analysis of a damaged ship is 
needed.  If the focus is on the inertial proper-
ties of water, floodwater can be determined by 
looking at whether or not the water is moving 
together with the ship.  If the focus is on the 
hydrodynamics of floodwater, this may be 
determined by investigating whether pressure 
of the floodwater is strongly related to the out-

side water level or not, and whether the 
hydrodynamic problem of the floodwater can 
be analysed separately or not.  Provided that 
a boundary condition is given for the matching 
of inner- and outer-flow domains, the problem 
can be separated into one of flow in inner- (in-
side the ship) and outer- (outside the ship) 
flow domains. 

The following questions can be used as 
criteria to determine how the floodwater 
should be treated: 
 What is the amount of water and is it or is 

it not moving with the ship? 
 What, if any, is the significant pressure 

jump across the compartment boundary? 
 Can the dynamics of the water be solved 

separately or not? 
 
The above criteria also provide clues as to 

what to consider as floodwater when examin-
ing damaged ships. 
 
7.2.2. Partially-flooded Compartments 

The hydrodynamics of floodwater and its 
force on a compartment partially filled with 
floodwater can be calculated by theory or by a 
numerical scheme such as: resonant-mode 
analysis; potential-flow theory; computational 
fluid dynamics (CFD) with a free surface; etc.  
In these methods, the force generated by the 
floodwater is treated as an external force 
which affects the motion of a ship.  An addi-
tional problem to consider is whether the mass 
of the floodwater should be included in the 
ship’s mass or not.  Since quasi-static analy-
sis considers only the centre of gravity of the 
floodwater, the mass of floodwater should be 
included in the ship’s mass for this type of 
analysis.  However, in a fully dynamic analy-
sis, the pressure includes both static and dy-
namic pressures.  The force derived from 
integrating these pressures on the surface of a 
compartment includes all the effects of flood-
water inertia and flow properties.  The force 



 

 

of the floodwater from a fully dynamic analy-
sis assumes that the body force includes the 
actual acceleration of the floodwater, i.e., both 
gravitational acceleration and floodwater ac-
celeration.  In this case, the mass of the 
floodwater should not be included in a ship’s 
mass. 
 
7.2.3. Fully-flooded Compartments 

Floodwater in a fully filled compartment is 
often treated as a solid and thus is considered 
part of the ship.  In rectilinear acceleration, 
floodwater acts like a solid.  In rotational 
acceleration, the moment of inertia of 
floodwater in a compartment is smaller than 
that of a solid, because part of the water does 
not rotate with the ship.  Lee (2014) showed 
the ratio of the moment of inertia of floodwa-
ter and that of solids for various shapes of 
compartments. 
 

SolidLiquidR IIC /  

 
where LiquidI  and SolidI  are the moment of 

inertias of floodwater when treated as a liquid 
and a solid, respectively. 

 
Figure 7-13 shows the shapes of compart-

ments treated in his study. 
 

 

Figure 7-13 Various shapes of tanks useful 
for application (Lee, 2014). 

 
The inertias of fluid in tanks of different 

aspect ratios and shapes, Figure 7-14, become 
small as the aspect ratio goes to unity.  The 
solid lines of Figure 7-14 are analytical or nu-
merical results while the dashed lines are from 
an estimation formula that provides accurate 
results. 

 
7.2.4. Inertia of Floodwater Entering a 

Ship 
Newton’s Second Law of Motion states 

that the force (moment) on a body is equal to 
its time rate-of-change of momentum (angular 
momentum).  For a body of constant mass 
(moment of inertia) this translates to 


F  m


a 

(


M  I d

 dt ).  However, for a body such as 

a rocket which is burning fuel and ejecting gas, 
or a damaged ship in a seaway taking on and 
possibly discharging water, the 


F  m


a anal-

ogy is incorrect, because the time-rate-of- 
change of mass must be taken into account.  
Since the force of a body must remain 
independent of the coordinate system, a simple 
application of the rule for differentiation of the 
product of two functions does not apply.  The 
contribution from the term for time-rate-of- 
change of mass belongs on the left-hand side 
of the equation with the force. 
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Figure 7-14 Moments-of–inertia of water in 
fully filled tanks of various shapes, 

calculated and estimated from Lee (2014). 

 
If we represent the momentum of the ves-

sel as  and the angular momentum as , 

where 
p m


v  and  then, with m 

the mass of the ship, 

v  the velocity, I  the 

moment of inertial tensor and 

  the angular 

velocity, Newton’s Second Law of Motion can 
be written as: 
 

 




F  m

d

v

dt
,


M  I

d


dt

.
 (43) 

 
When the mass, and hence the moment of 

inertia are constant, these equations can be re-
duced to the original 


F  m


a equation.  

However, in the damaged condition, the ves-
sel’s mass and moment of inertia vary with 
time and the equations of motion must be writ-
ten as in (43).  Rewriting (43) to account for 
the intake and/or discharge of floodwater as 
for a closed system yields: 
 

   (44) 

 
where 


v '  and 


 ' are the velocity and angu-

lar velocity of the flooding (discharging) water 
relative to the vessel, respectively4.  All of 
the quantities dm dt ,  and dI dt  

in (44) can be determined from analysis of the 
                                                 
4 Note that these velocities are positive in the same 
direction as that of the ship, which is opposite the 
convention often used in rocket propulsion, where the 
positive velocity of the exhaust gases is opposite the 
positive velocity of the rocket. 

flow at the damaged opening.  However, if 
there is flow between flooded compartments, 
then the force due to the flow of floodwater 
between compartments must be accounted for 
in a similar manner.  The evaluation of 
dI dt  is also somewhat more complex as it 
involves the actual shape of the compartment. 

 
The above material dealing with the 

change of inertia due to floodwater was in-
cluded Procedure 7.5-02-07-04.4. 

 
 

8. IMO LIAISON 
 

ITTC Specialist Committee on Stability in 
Waves (SiW) has reviewed draft reports of the 
Intercessional Correspondence Group (ISCG) 
as well as IMO documents including the 
SLF54, SLF55 and SDC1 sub-committee re-
ports.  The reports discuss methodologies for 
vulnerability criteria and direct stability as-
sessment for the following stability failures: 

 Quasi-steady stability variation in waves 
in following/stern quartering seas; 

 Parametric resonance due to stability 
variation in waves; 

 Dead-ship conditions; 
 Broaching, manoeuvrability and course-

keeping ability. 
 
As discussed in Chapter 6 of this report, 

the vulnerability criteria assessment process is 
broken into three levels.  The first level is 
simple assessment with a relatively large mar-
gin of safety.  The second level is a more so-
phisticated assessment using detailed calcula-
tions.  If a vessel fails the second-level as-
sessment, a direct stability assessment (the 
third level) is made. 

 
The first and second vulnerability criteria 

for the stability failures mentioned above are 
almost finalised.  Future work will be focused 


p


L



 

 

on the quality of direct calculation methodolo-
gies.  The ITTC SiW Committee reiterated 
the availability of technical specifications for 
numerical tools for direct assessment of 
vulnerability criteria that were contained in the 
Committee’s report to the 26th ITTC (ITTC, 
2011a). 
 
 
9. PREDICTING ROLL MOTION AND 

DAMPING 
 

Roll motion is one of the most critical re-
sponses of a ship in waves, and the roll re-
sponse of a ship is an important consideration 
in its design.  Roll motion limits ship oper-
ability, affects crew performance and ship 
habitability, and affects dynamic stability and 
ship capsize.  The roll motion of a ship can 
be determined by analysing the various mo-
ments acting on the ship: virtual and actual 
moments of inertia of mass; roll-damping mo-
ment; restoring moment; wave excitation; and 
moments caused by other modes of ship mo-
tion.  Among them, the roll-damping moment 
has been considered to be the most important 
contributor that needs to be correctly pre-
dicted.  The roll damping moment of a ship 
needs to be taken into account at the initial 
stage of ship design to secure the safety of a 
ship, and also to obtain a better understanding 
of ship motions in waves. 

 
In order to better understand the roll- 

damping effects for roll motions in irregular 
seas, a state-of-the-art review was conducted.  
This review covered both the validation of nu-
merical results of roll damping, and numerical 
modelling of hydrodynamics for time-domain 
computer codes for large-amplitude roll mo-
tions. 

 
 

9.1. Validation of Predictions for Roll 

Damping 
 

Validation is important for numerical cal-
culations, and the selection of adequate valida-
tion data is important for accurate stability 
estimations.  The following methods are 
commonly used to obtain validation data of 
roll damping: 

 
 Free-decay test. (A) 
 Forced-roll test with sinusoidal-roll excita-

tion. (B) 
 Forced-roll test around a fixed axis. (C) 

 
Roll-motion data is also used to validate 

roll-motion simulations.  In the following 
sections, some validation data for numerical 
results are introduced. 



 

 

 

 

 

 

Figure 9-1 Experiments to obtain validation 
data of roll damping. 

 
9.1.1. Damping Coefficients from Forced- 

roll Tests 
One of the purposes of using roll damping 

derived from forced-roll experiments is to 
calculate the roll amplitude in regular waves.  
In this case, the frequency-domain roll- 
damping coefficients are used in equations of 
motion. 

 
For this purpose, the coefficient of roll 

damping denotes the equivalent linear damp-
ing coefficient.  Although the value of the 
coefficient depends nonlinearly on the roll 
amplitude and angular velocity for a certain 
frequency and forward speed, it is assumed 
that the coefficient is constant during a specific 
motion for a given roll amplitude. 

 
The equivalent linear damping coefficient 

is obtained from a forced-roll test.  There are 
two ways to perform a forced-roll test.  In 
one test the model is forced to roll but with 

small amplitudes, and is constrained in all 
other degrees of freedom.  For largeamplitude 
forced rolls the model must be allowed to 
heave and pitch.  In both tests the forcing-roll 
moment and the roll motion are measured 
starting after four swings from rest in order to 
remove transient effects (Ikeda, et al., 1988 
and Katayama, et al., 2011).  The equivalent 
linear damping can be obtained by frequency 
analysis of the measured roll moment based on 
the measured roll at the fundamental frequency 
component in phase with the roll angular 
velocity. 

 
In the case of statistical analysis of irregu-

lar roll motions, there is another approach to 
the linearization of the roll- damping expres-
sion that can be used.  In this linearization, 
the linear and quadratic damping coefficients 
from a roll decay or forced roll experiment are 
added with the quadratic term weighted by the 
standard deviation of the roll angular velocity 
in random seas (ITTC, 2011b, Sect. 3.2). 

 
Jaouen, et al. (2011) verified and validated 

MARIN’s Unsteady Reynolds Averaged 
Navier-Stokes (URANS) code ReFRESCO for 
roll damping of two-dimensional hull sections 
by comparing the damping coefficients meas-
ured by Ikeda, et al. (1978), Figure 9-2.  
Ikeda, et al. (1978) showed the measured roll- 
damping coefficient of Series 60, SR98, 
SR158, SR108, and also showed the effects of 
forward speed on the damping coefficient.  
Ikeda, et al. (1978) provided other useful 
measured data.  Ikeda, et al. (1976, 1977b, 
1979) provided detailed validation data for 
measured flows around a bilge keel using 
forced-roll tests.  Ikeda, et al. (1977b) also 
showed a number of types of vortices on hulls 
(Figure 9-3) as well as measured flows around 
the bilge of a naked hull (Ikeda, et al., 1977a).  
Figure 9-4 shows the pressure distribution on a 
two-dimensional model with bilge keels. 
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Figure 9-2 Coefficients of added mass and 
damping (Jaouen, et al., 2011). 

 
Bonfiglio, et al.  (2011), using FLUENT 

and CFD-code base on the open source librar-
ies of OpenFOAM, and Henning (2011), 
evaluated the hydrodynamic damping and 
added mass coefficients of two-dimensional 
ship-like hull sections in the case of forced 
oscillations.  The results from Bonfiglio, et al. 
were compared with measured results carried 
out by the Delft Hydrodynamics Laboratory 
(Vugts, 1968, 1970).  Vugts carried out a 
forced-roll test for two-dimensional ship sec-
tions (Figure 9-5) and showed the measured 

added mass, damping and coupling coeffi-
cients among roll, heave and pitch.  He also 
carried out a forced-roll test with forward 
speed for a three-dimensional segmented 
model and showed the sectional added mass, 
damping and coupling coefficients among roll, 
heave and yaw. 

 

 

Figure 9-3 Eddies near a hull (Ikeda, et al., 
1977b). 

 

Figure 9-4 Measured pressure distribution 
on a hull with bilge keels under forced 

rolling (Ikeda, et al., 1977a). 
 
Paap (2005) investigated verification of 

CFD calculations with forced-roll test results 
for a circular cylinder with various types of 
bilge keels and a free surface.  The measured 
data included not only coefficients but also 
velocity vectors obtained by a particle image 
velocimetry (PIV) technique (Figure 9-6), i.e., 



 

 

time histories of bilge-keel force and heighs of 
the radiated wave. 

 
Bangun, et al. (2010) calculated the 

hydrodynamic damping and added mass 
coefficients of two-dimensional rectangular 
sections with bilge keels and compared the 
predictions with measured results by Yago, et 
al. (2008).  Yago, et al. (2008) showed the 
measured added mass, the equivalent linear 
total roll damping, and the wave component of 
roll damping. 

 

Figure 9-5 Cross sections of cylinders (Vugts, 
1970). 

 

9.1.2. Free-decay Test Data 
Roll damping results obtained from a roll- 

decay test are not the same as the results ob-
tained from a forced-roll test (Figure 9-7).  
The difference between the two sets of results 
occurs particularly during the first few oscilla-
tions because roll-decay motion is a transient 
motion.  ITTC (2011, pp 19–20,) shows how 
to obtain a roll-damping coefficient from a 

free-decay test.  Some notes on how to carry 
out a free-decay test are indicated in IMO 
(2006, pp. 11). 

 
To estimate the onset of large-amplitude 

roll motions at the roll natural frequency, 
Sadat-Hosseini, et al. (2010) use roll-damping 
coefficients obtained from a roll-decay test in 
the equations of motion for a time-domain 
simulation. 

 
 

 

Figure 9-6 Visualized vortex and velocity 
vectors (Paap, 2005). 

 

 



 

 

Figure 9-7 Comparison of measured results 
by free-decay tests and forced-roll tests by 

sinusoidal harmonic-roll excitation 
(Handschel, et al., 2012). 

 
Yang, et al. (2012) calculated roll damping 

of DTMB Model 5512 at different initial roll 
angles by using the roll-decay simulation in 
CFD (Figure 9-8).  Roll-damping coefficient 
results were compared with measured results 
by Irvine (2004).  Wilson, et al. (2006) used 
an unsteady Reynolds Averaged Navier-Stokes 
(RANS) method (CFDShip- Iowa) to compute 
the motions of DTMB Model 5512, and the 
resulting flow and wave fields around the 
models; the calculated results were compared 
with the measured results obtained by Irvine, 
et al. (2004).  Sadat- Hosseini, et al. (2010) 
calculated roll motion with forward speed of 
the Office of Naval Research (ONR) 
Tumblehome hull form by CFDShip-Iowa and 
compared it with the measured roll motion of 
DTMB Model 5415 (Irvine, 2004).  Gao & 
Vassalos (2011) applied a RANS-based CFD 
solver to study the roll decay of an intact 
DTMB Model 5415.  The computed 
roll-decay history and velocity contours were 
compared with the measured results by Irvine, 
et al. (2004) Figure 9-9.  Irvine also provided 
measured data (roll motion, velocity field, and 
wave pattern around the hull) for DTMB 
Model 5512 (http:// 
www.iihr.uiowa.edu/shiphydro/efd-data5512- 
roll-decay/). 
 

 

Figure 9-8 Measured roll motion and curve 
of extinction (Yang, et al., (2012). 

 
9.1.3. Roll damping in time-domain 

simulations of large-amplitude 

motions 
For time-domain simulations of irregular 

motion, roll damping must include the effects 
of transient motion (Ikeda, et al., 1988; 
Katayama, et al., 2010, 2013).  This means 
that the validation data must include time 
histories of the force of moment, the motions 
and flow around the hull measured under 
transient and irregular motion conditions.  
Moreover, if the roll amplitude is large, the 
validation data must include the effects of 
nonlinearity caused by the large amplitudes of 
motion (e.g., Tanaka, et al., 1981; Bassler, 
2013).  For free motions in extreme waves, 
the waves which impact the model and the 
resulting motions are required for validation of 
the simulation. 
 



 

 

 

Figure 9-9 Contours of velocity (Gao & 
Vassalos., 2011). 

 
Therefore, the following experimental data 

may be required for validation of simulations 
for large-amplitude, irregular-roll motions: 

 Irregular- and large-amplitude forced- 
roll test data 

 Irregular- and large-amplitude roll mo-
tion data in extreme, irregular waves 

 
However, no studies exist which provide 

measured data for all the required conditions.  
In this section, some studies relating to large- 
amplitude rolls or irregular roll motions are 
introduced. 

 
The importance of flow-memory effects on 

roll damping was discussed by Ikeda, et al. 
(1988).  Using the Morison Equation instan-

taneous velocity and acceleration are used, for 
which flow memory is not accounted The 
Logarithmic Decrement Method, where an 
equation without memory is fitted to the mo-
tion decay data, has the same deficiency as the 
Morison Equation Method.  Ikeda, et al. 
(1988) showed through experiments that the 
drag coefficient on plates increased in the first 
few oscillations when the plate is started rest 
(Figure 9-10).  It takes 3 to 4 oscillations be-
fore a steady-state flow field is established and 
the drag becomes constant.  For all Keulegan-
Carpenter (KC) numbers investigated (defined 
as KC = UT/2h, where U is the maximum flow 
velocity in the oscillation period, T, and h is 
span of the bilge keel), the drag coefficient in 
the first oscillation is about half the value for 
that in a steady condition.  This effect is 
caused by the interaction between previous 
and present vortices.  Only after a few oscil-
lations does a steady, disturbed-flow field exist 
around the object.  An additional valuable 
observation reported from the experiments by 
Ikeda, et al. (1988) is that the memory effects 
remain important in irregular motion.  When 
an oscillation has a larger amplitude than the 
oscillation after it, then the drag coefficient is 
larger than at a steady oscillation amplitude.  
When an oscillation is smaller in amplitude 
than the oscillation after it, the drag coefficient 
is similar to the drag found in the first oscilla-
tion starting from rest. 

 
Katayama, et al. (2011) investigated the ef-

fects of transient motion on the drag force of a 
flat plate.  In the region of KC < 250, the drag 
coefficient for acceleration in one direction is 
larger than the drag coefficient for acceleration 
in a uniform flow and smaller than that in a 
steady oscillatory flow (Figure 9-11).  More-
over, in a transient condition under forced 
oscillation, the drag coefficients from the first 
to the third oscillation are smaller than that in 
a steady oscillatory flow.  These facts may 
indicate that the characteristics of transient and 



 

 

non-periodic rolling affect the drag coefficient.  
Katayama, et al. (2013) proposed an empirical 
formula for the bilge-keel component of roll 
damping based on the results of Katayama, et 
al. (2010) that indicate that transient effects on 
bilge keel drag can affect the onset and ampli-
tude of parametric rolling in a time-domain 
simulation. 

 

 

Figure 9-10 Drag and added-mass 
coefficients of a sinusoidally oscillating flat 

plate normal to the motion from rest (Ikeda, 
et al. 1988). 

 
Tanaka, et al. (1981) discussed the effects 

of shallow draft on roll damping for hulls with 
bilge keels.  Under certain conditions bilge 
keels add no increase to roll damping for some 
shallow-draft ships (Figure 9-12).  From ex-
perimental and theoretical studies, it was 
shown that the wave-damping component was 
reduced by the interaction between the waves 
made by both the hull and bilge keel; the eddy- 
damping component of bilge-keel damping is 

also reduced by deformation of the water sur-
face.  These same effects may occur for 
large-amplitude roll motions for normal-draft 
ships with bilge keels. 

 

 

Figure 9-11 Comparison of drag coefficients 
of a flat plate from a forced-sway test and a 
unidirectional accelerating test.  Equation 
(11) is a curve fit to measured data from a 

unidirectional accelerating test with various 
accelerations (Katayama, et al., 2011). 

 
Bassler (2013) analysed the hydrodynam-

ics of large-amplitude ship-roll motions as 
components of added inertia and damping 
based on the results of forced-roll tests and 
CFD.  It was shown that the effects of hull 
geometry, bilge-keel geometry, deck edge, and 
the free surface all affect the hydrodynamic 
components during large- amplitude roll mo-
tions.  Results from the experiments included 
measurements, observations, and identification 
of the discrete processes that result in several 
physical phenomena relevant to large-
amplitude roll motions, including bilge-keel 
interaction with the free surface (emergence 
and re-entry), vortex shedding, and the effect 
of vortex shedding on the forces and moments 
of both hull and the bilge keel.  Figure 9-12 
shows measured bilge-keel force at various 
roll amplitudes. 
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9.2. Modelling of large-amplitude roll 

motions. 
 
Understanding roll motion and its associ-

ated damping is essential for the safety of a 
ship since roll motion, coupled with other mo-
tions, may lead to capsizing.  Apart from en-
vironmental uncertainties, the damping coeffi-
cients in equations of motion cannot be de-
rived accurately by theoretical means alone, so 
experimental studies (e.g.,, experimental 
forced-roll and roll-decrement tests) or nu-
merical studies are necessary.  Once the de-
caying curve or forced-moment curve is ob-
tained either from simulations or from model 
tests, damping coefficients can be obtained by 
several appropriate techniques. 

 

 

Figure 9-12 Effects of draft and roll 
amplitude on non-dimensional roll damping 

of a two-dimensional model.  (Tanaka, et 
al., 1981). 

 

 

Figure 9-13 Filtered roll-motion 
measurements and bilge-keel-force 

measurements for DTMB Model #5699, at 
various roll amplitudes, φ = 15° (purple), 
25° (black), 30° (red), 35° (green) and 40° 

(blue) deg, ω = 2.5 rad/s, with distinct 
physical phenomena identified at various 
stages in the roll cycle.  (Bassler, 2013). 
 
Since the pioneering work of Froude, con-

siderable attention has been paid by various 
researchers to roll damping.  Even now roll 
damping continues to be studied because fluid 
viscosity and vessel-forward speed create 
many difficulties in making predictions of 
ship-roll motions due to roll damping.. 

 
9.2.1. Current engineering prediction 

methods. 
Current ship-motion-prediction methods 

rely primarily on potential-flow-based hydro-
dynamic methods such as: 

 Strip theory methods 
 Frequency-domain free-surface Green-

function panel methods, 
 Frequency-domain Rankine-panel 

methods, 
 Time-domain free-surface Green- 

function panel methods, 
 Time-domain Rankine-panel methods. 

 



 

 

Except for Strip Theory the panel methods 
above may include fully three-dimensional 
effects of flow and free-surface boundary 
forward-speed effects, which are taken into 
account in strip theory methods.  Local pres-
sures, especially for shorter waves, were much 
better predicted by panel methods than by strip 
theory methods. 

 
Frequency-domain methods deal with 

linear-ship-motion problems based on steady 
flow.  However, these methods may not be 
applicable to large-amplitude motions for ships 
with strong flare such as container ships.  
Therefore, a time-domain-panel method in-
cluding nonlinearity of hull and free-surface 
boundary conditions for ship-motion predic-
tion was developed.  Generally, time- domain 
code requires considerable computational time 
for obtaining a solution.  Although hydrody-
namic forces, ship motions, and wave pressure 
are much better predicted using frequency- 
domain panel methods than by strip theory 
methods, the calculated accuracy of hydro-
dynamic forces on lateral motions using 
frequency-domain panel methods is not satis-
factory.  This is due to the fact that vis-
cous-flow effects are not accounted for in 
potential-flow methods and in some situations 
are introduced into the calculations through 
empirical corrections. 

 
In fact, predicting roll effects analytically 

has always been problematic because of sig-
nificant viscous effects (i.e., the nonlinear na-
ture of roll motions and the strong dependence 
of roll damping on forward speed).  An ideal 
fluid theory cannot resolve such roll effects.  
In fact it has a tendency to under predict re-
storing moments due to the cancellation of the 
unsteady pressures over the sides and bottom 
of a ship.  Such predictions become progres-
sively worse for round-bottom hulls.  Conse-
quently, potential flow methods must be sup-
plemented with empirical information.  A 

great deal of effort has been directed at devel-
oping coefficient-based approaches for roll 
prediction.  The most important contribution 
to developing such coefficient-based methods 
was developed by researchers such as Tanaka, 
Himeno, Ikeda, and Blok.  According to 
them, viscous-damping coefficients can be di-
vided into components related to four effects; 
friction; lift associated with forward speed; 
bilge-keel local effects; and vortex-shedding. 

Even though numerous sources exist for 
systematic empirical data, problems remain 
with limitations in specific ranges of geometry 
and operating parameters.  The standard 
empirical approach, for example, involves 
subdividing damping into bare hull, appendage 
components, etc.  These approaches have 
been used successfully when applied to hull 
forms for which they were developed.  How-
ever, these methods require new data when 
applied to new hull forms. 
 
9.2.2. Requirements for large-amplitude 

Roll motion prediction 
Typical wave-induced ship-motion solution 

techniques are based on the assumption of 
using small-amplitude motions and potential 
flow so that the general 6-DOF nonlinear 
equations of motions are reduced to two sepa-
rate sets of linear equations (i.e., vertical plane 
motions and lateral plane motions) and are 
solved in the frequency domain.  Using those 
assumptions, predictions show good agree-
ment for vertical-plane motions.  For lateral- 
plane motions, potential-flow-method-based 
codes simulate viscous effects by incorporat-
ing empirically derived roll-damping data.  
Predictions with these methods are limited to 
the range of geometry, frequency, and operat-
ing parameters for which empirical data are 
valid.  However, these methods are also lim-
ited by scale effects. 

 



 

 

Even modest damping can significantly 
affect roll motions.  However, our ability to 
predict roll motions continues to lag behind 
that of predicting pitch and heave.  Unlike 
other degrees of freedom (that are dictated by 
potential flow-induced forces), roll is domi-
nated by the turbulent, vortex-driven flows 
near the bilge of a ship.  The hydrodynamics 
of roll motion of a ship is largely influenced by 
viscous effects which include drag on the hull 
form as it rolls and on flow separation from 
the bilge and keel where subsequent vortex 
formations account for a large amount of roll 
damping.  Bilge keels significantly increase 
the damping of roll motions, and at forward 
speeds, bilge keels generate a lift force which 
also contributes to damping.  At high speeds 
the lift on a hull can be a significant 
contributor to roll damping. 

 
As ship roll is typically a lightly damped 

motion with large wave-driven excitations, 
significant accelerations can occur near reso-
nance.  This raises a practical concern for 
owners who wish to maximize a ship’s range 
of operability in often marginal conditions.  
The ability to accurately predict rolling near 
resonance is therefore a crucial topic, and dic-
tates the need for a better understanding of the 
viscous and vortical flows that drive damping.  
The level of understanding required is further 
reinforced by the fact that viscous flow often 
exhibits nonlinear (e.g., amplitude-dependent) 
behavior, and may, therefore affect already 
extreme motions in a nonlinear manner. 

 
For large-amplitude roll motion, the ge-

ometry of a wetted-ship surface may have ab-
rupt geometry changes and bilge keels may 
become less effective due to emergence and 
interaction with the free surface.  As existing 
coefficient-based damping models were devel-
oped for small- to moderate-roll motions, the 
amount of energy dissipation for large- 
amplitude roll motion may be over estimated, 

resulting in under-predicted roll motion, e.g., 
Belenky, et al. (2009b). 

 
9.2.3. CFD-based Prediction of Roll 

Damping 
Since roll damping is dominated by vorti-

city, truly robust modeling of the problem re-
quires a technique capable of predicting the 
creation of vorticity in the boundary layer, the 
shedding of vorticity upon boundary-layer 
separation, and the effects of turbulence on 
pressure in the shed-vortex cores.  Thus, 
there is a critical need for development of 
methods for predicting both viscous flows and 
large- amplitude motions for surface ships 
with appendages.  The most common numeri-
cal technique for predicting roll damping in-
volves the embedded vortex approach.  This 
approach usually uses a vortex distribution 
over the body, shed-point vortices in the flow, 
and a separation model for the flow near the 
bilge corners.  Unfortunately, separation 
models require some prior knowledge of the 
boundary-layer separation point, and are there-
fore difficult to apply for round bilge-hull 
forms without bilge keels.  The techniques 
are also generally limited to two dimensions 
(Yeung, et al., 2013). 

 
Steady Reynolds Averaged Navier-Stokes 

(RANS) methods to calculate resistance and 
propulsion are the most advanced methods to 
use when predicting ship resistance.  For ship 
resistance and powering, CFD has become in-
creasingly important and is now an indispensa-
ble part of the design process.  In compari-
son, application of unsteady RANS methods to 
ship motions in waves is less developed due to 
obstacles from unsteady flows [i.e., ship mo-
tions, and complex environments (e.g., inci-
dent waves, wave breaking, and bubble flow)].  
These obstacles increase required computer 
resources. 

 



 

 

Unsteady RANS methods have the poten-
tial to produce superior roll motion predictions 
compared to other methods since the effects 
due to viscosity, creation of vorticity in the 
boundary layer, vortex shedding, and turbu-
lence are naturally included in the calculations.  
In an effort to develop a physics-based ap-
proach to the prediction of ship motions, most 
studies have focused on two-dimensional os-
cillating bodies.  Yeung & Ananthakrishnan 
(1992) were perhaps the first to attempt to cap-
ture the flow attributes through the application 
of RANS techniques, and their efforts have set 
the direction for further studies in this area.  
RANS-equation methods have been used to 
study the flow around two-dimensional os-
cillating cylinders (Korpus & Falzarano, 
1997); Yeung, et al., 1998; Sarkar & Vassalos, 
2000). 

 
Accurate predictions of forces and mo-

ments on a three-dimensional, submerged 
cylinder fitted with bilge keels and with a 
prescribed roll motion was demonstrated in 
Miller, et al. (2002).  Wilson, et al. (2006) 
demonstrated three-dimensional RANS results 
for ship-hull forms undergoing roll, but were 
limited to small-roll amplitudes.  Numerical 
uncertainties for RANS simulations are esti-
mated by using verification and validation 
(V&V) procedures. 

 
The damping behaviour of a ship model 

depends on the local effects on the hull and 
appendages.  It also depends on the vortex 
effects on the pressure distribution on a ship 
bottom.  Wanderley, et al. (2007) were able to 
show the influence of vortex shedding on the 
roll-damping contribution acting on the bottom 
pressure of a ship hull.  The influence of 
vortex shedding in roll dynamics depends on 
the amplitude of motion.  For small angles, 
the vortex quickly vanishes from the hull.  
For larger angles, however, the vortex in-
creases until linked to the hull bottom, modify-

ing the pressure distribution in that region.  
The physics of damping behaviour at large an-
gles is still an open question.  It is clear that 
vortex shedding is the dominant aspect of the 
dynamics of systems with large damping.  
Oliveira & Fernandes (2009) have proposed a 
new approach to fit a nonlinear model with a 
set of data obtained from several roll-decay 
tests. 

 
Bangun, et al. (2010) simulated forced- roll 

motion from small- to moderate- angular 
amplitudes for a barge with various bilge-keel 
orientations.  The vorticity contour and roll 
hydrodynamic coefficients of a rolling barge 
are calculated from velocity and pressure 
fields, respectively.  In contrast to an inviscid 
fluid where damping is found to be small at 
high-wave frequencies, numerical results ob-
tained from a viscous solver show that 
damping is large even when the wave fre-
quency is high (i.e., when the convective flux 
dominates the flow over the diffusive flux).  
It is shown that larger roll-amplitude excitation 
will cause the vortices generated to interact 
very near the free surface.  It remains a chal-
lenge to solve a pressure-correction equation 
under such a condition. 

 
Yang, et al. (2012) used CFD to simulate 

DTMB Model 5512 roll-damping motions at 
different initial roll angles and the results 
showed good agreement with tank test data.  
It showed that the roll-damping coefficient is 
unrelated to the initial roll angle and varies 
linearly rather than nonlinearly if the roll angle 
is less than 20 degrees. 

 
Stern, et al. (2013) summarised the CFD 

progress on ship hydrodynamics.  They 
showed that CFD studies mainly focus on 
heave- and pitch-motion simulations by RANS 
compared with roll simulations.  Validation 
for local flow has not been conducted yet due 
to the complexity in local flow measurements 



 

 

for free-running models.  For more computer- 
intensive applications such as seakeeping and 
route modelling, an extremely long simulation 
time and a range of operating conditions need 
to be covered.  For these applications, the 
speed of current CFD solutions is still the lim-
iting factor.  Thus, using a faster method such 
as a system-based method should be consid-
ered.  However, the mathematical models for 
these methods could be improved using 
high-fidelity CFD solutions along with system 
identification techniques.  In addition, inno-
vative numerical methods for easier and faster 
CFD solutions are required.  Finally, taking 
advantage of faster computers such as the next 
generation massively parallel multicore ma-
chines should be considered. 
 
 
10. CONCLUSIONS AND RECOMMEN-

DATIONS 

 

 

10.1. Technical conclusions 
 

A comprehensive state-of-the-art review on 
predicting ship stability in waves has been 
undertaken and has been particularly concerned 
with the definition of loss and survival of a 
ship, and modelling the internal geometry of a 
damaged ship.  This review concludes with a 
discussion of modelling of extreme-wave con-
ditions. 
 
1. This review of modelling of damaged ships 
has reinforced the importance that methodolo-
gies used to model damage must reflect the 
mechanisms involved with the physics of dam-
aged-ship motions leading to loss of a vessel 
(i.e., sensitivity to scaling in model tests, 
nonlinear effects of progressive flooding, and 
floodwater effects on damping of roll on other 
degrees of freedom).  Leak and collapse pres-

sures of watertight doors and bulkheads is an-
other key area that must be covered for 
damaged-ship modelling.  This review also 
considers the importance of taking air pressure 
into account during damage experiments and 
simulations. 
 
2. A state-of-the-art review has been carried 
out concerning the definition of loss and sur-
vival of a ship.  It has been concluded that the 
two terms, loss and survival, under specific 
conditions, express complementary concepts.  
It is possible to identify many analogies but 
also differences while investigating the con-
cepts of loss and survival for an intact ship 
versus a damaged one.  Nevertheless, the 
prevalent trend in defining loss and survival is 
to focus on the capsizing event, but due to in-
herent practical difficulties in dealing with this 
phenomenon, attention is often shifted to focus 
on the definitive representative roll-angle 
value.  However, the critical roll-angle value 
is a particular characteristic of a specific ship 
under investigation.  From a performance- 
based assessment perspective, it is recom-
mended that attention also be paid to the loss 
of functional capabilities, which in some cases 
the functional capabilities (e.g., ship power 
production and delivery) are beyond the 
specific focus of the ITTC. 
 
3. An investigation into uncertainty analysis 
for use in intact- and damaged-model tests to 
complement current procedures has been re-
viewed and an outline guide has been provided.  
This investigation has focused on the 
uncertainty involved in making measurements 
during experiments such as roll, pitch, water 
height, etc.  This investigation concluded that 
the impact of errors occurring while setting up 
the model can have a significant impact on the 
experimental results.  However, understand-
ing the source of the errors allows the effects 
of the errors to be minimised. 
 



 

 

4.  An investigation on wave modelling 
spectra in the determination of dynamic in-
stability of intact vessels has looked at 
nonlinear wave kinematics, statistical distri-
bution of crest and trough height and nonlinear 
wave propagation.  Progress is being made 
regarding methodologies for stability assess-
ment of both intact and damaged ships, A 
number of modelling methods are presented to 
achieve realistic environmental conditions. 
 
5. In order to better understand the uncertain-
ties associated with results from experiments 
and simulations of extreme motions of intact 
vessels in realistic irregular seaways, a number 
of quantitative techniques which reflect the 
nature and magnitude of the phenomena of 
extreme motions have been reviewed.  These 
techniques address the statistical reliability of 
both “linear” and “nonlinear” signals and 
events.  Furthermore, these techniques were 
reviewed to determine extreme values and 
confidence intervals for nonlinear signals. 
 
6. A state-of-the-art review has been carried 
out concerning the definition of vulnerability 
criteria (including long-term probability of 
loss of a ship) for intact and damaged ships.  
An outline of current developments is pre-
sented and includes a vision of an harmonized 
approach for intact and damaged ships, high-
lighting the different priorities that can be 
identified in the two states.  Common ap-
proaches are recommended to identify and dis-
cuss the relevance and treatment of the envi-
ronmental context, ship loading conditions, 
and time of exposure.  These considerations 
must also be coupled with the current develop-
ments of simulation tools for the prediction of 
nonlinear dynamic ship behaviour.  Looking 
specifically at the case of damaged ship, the 
stochastic nature of flooding, especially in the 
transient progressive process, should be ad-
dressed in conjunction with the proper stochas-
tic treatment of the entire damage scenario. 

A significant difference between an intact- 
and a damaged-ship situation with respect to 
safety assessments, is the issue of time-to-loss.  
For an intact ship the time-to-loss interval is so 
long that the estimation of the rare-event oc-
currence implies the need to further develop 
methodologies for statistical extrapolation.  
For a damaged ship, the critical point to deter-
mine is if the time-to-loss is sufficient to per-
form emergency procedures or to evacuate the 
ship.  The outcome from these investigations 
is extremely diverse which suggests a review 
is required for the identification of an efficient, 
final assessment index. 
 
7. An investigation of model tests on damage 
stability in waves has examined air compres-
sibility, scale effects on air pressure, and cur-
rent test procedures.  This investigation cov-
ered the scale effects on air pressure on 
flooding-model tests under atmospheric condi-
tions and how to deal with the inertia due to 
floodwater mass.  The investigation concluded 
that the scale effects on air pressure are not 
significant in most cases, except for the case of 
trapped air and for a large-damage opening 
with a small-vent area.  In line with these 
investigations, Procedure 7.5-02-07-04.2 has 
been updated.  The inertia due to floodwater 
mass was investigated with regard to 
computational modelling.  This included the 
momentum change description of floodwater, 
potential criteria for determining the amount of 
floodwater and a review of research related to 
floodwater dynamic properties; this has re-
sulted in a revision to Procedure 7.5-02-0704.4. 
 
8. In order to better understand the roll- 
damping effects for large-amplitude roll mo-
tions in irregular seas, a state-of-the-art review 
was conducted.  This covered both validation 
data for numerical results of time-domain 
computer codes of roll damping and numerical 
modelling of hydrodynamics for time-domain 
computer codes of roll damping.  The review 



 

 

of validation data focused not only on large- 
amplitude irregular motion but also on small- 
amplitude regular motion.  Some existing and 
useful model-scale experimental data has been 
identified for validation.  These data are pre-
sented separately as a total hydrodynamic 
moment, and roll damping with its compo-
nents. 
 
9. The committee has: 

a. Updated Procedure 7.5-02-07-04.2 for 
Model Tests on Damage Stability in 
Waves. 

b. Updated Procedure 7.5-02-07-04.4 for 
Simulation of Capsize Behaviour of 
Damaged Ships in Irregular Beam Seas. 

 
 

10.2. Recommendations to the Conference 
 
 Adopt the revised Procedure 7.5-02-07- 

04.2, Model Tests on Damage Stability in 
Waves. 

 Adopt the revised Procedure 7.5-02-07- 
04.4, Numerical Simulation of Capsize 
Behaviour of Damaged Ships in Irregular 
Beam Seas. 
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