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Uncertainty Analysis in CFD, Verification and Validation  
Methodology and Procedures 

 

1 PURPOSE OF PROCEDURE 

Provide methodology and procedures for 
estimating the uncertainty in a simulation re-
sult. 

2 INTRODUCTION 

Revision 01 was a revision of QM Proce-
dures 4.9-04-01-01 “Uncertainty Analysis in 
CFD, Uncertainty Assessment Methodology” 
and 4.9-04-01-02 “Uncertainty Analysis in 
CFD, Guidelines for RANS Codes,” which 
were prepared and recommended by 22nd Re-
sistance Committee and adopted as interim 
procedures. The QM Procedures were largely 
based on the methodology and procedures of 
Stern et al. (1999) [most recently Stern et al. 
(2001) and Wilson et al. (2001)] and Coleman 
and Stern (1997). Valuable experience was also 
gained at Gothenburg 2000 A Workshop on 
Numerical Ship Hydrodynamics (Larsson et 
al., 2000) where present QM Procedures were 
recommended and used. 

Revision 01 QM Procedure 7.5-03-01-01 
“Uncertainty Analysis in CFD, Verification 
and Validation Methodology and Procedures” 
was updated for clarity of presentation and ex-
panded discussion of verification procedures 
and implementation based on three years ex-
perience, as discussed in Section 7 of 23rd 
ITTC RC Report. In particular, verification 
procedures were expanded to include user op-

tions of either correction factors or factor of 
safety approaches for estimating numerical er-
rors and uncertainties and discussion was pro-
vided on fundamental and practical issues to 
aid in implementation of verification proce-
dures. 

Revision 02 QM Procedure 7.5-03-01-01 
“Uncertainty Analysis in CFD, Verification 
and Validation Methodology and Procedures” 
is a minor update of Revision 01, in which the 
latest revisions to the correction factor ap-
proach have been incorporated. These modifi-
cations have been discussed in Section 4.3. 
Additionally, the symbols used in the proce-
dure have been checked against the list of sym-
bols in Appendix J of the ISO document 
“Guide to the expression of uncertainty in 
Measurement” (ISO, 1995), proposed by the 
Uncertainty Specialist Committee of the 25th 
ITTC to be used as a reference. The ISO 
document is entirely and specifically intended 
for uncertainty estimation for measurements 
and therefore most of the symbols are not re-
lated to the recommended procedure at hand. 
The symbols most closely connected with this 
procedure are the ones for uncertainty. In the 
standards document the uppercase symbol (U ) 
is used for expanded uncertainty of an estimate 
that defines an interval +<<−

k

 hav-
ing a high level of confidence and is equal to 
the coverage factor  times the standard com-
bined uncertainty. Lower case symbol (u ) is 
used for standard uncertainty of an estimate 
that is the positive square root of the estimated 

http://ittc.info/media/4184/75-03-01-01.pdf
http://ittc.info/media/4184/75-03-01-01.pdf
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variance. Due to obvious similarities between 
the use of the coverage factor and the uncer-
tainty estimation in this procedure, the use of 
upper case symbols for uncertainty has been 
retained. Therefore, also in terms of symbols, 
only minor modifications have been. These are 
all related to the subscripts used. In the ISO 
document the different input parameters are 
defined with subscript i . To be inline with the 
standards document the corresponding sub-
scripts have been changed. Additionally, in or-
der to improve legibility, the use of subscripts 
of subscripts has been minimised and most of 
these have been moved into subscripts with 
comma separating the items. 

Present verification procedures are consid-
ered best presently available and further work 
is also recommended for improved procedures, 
which once available can be incorporated. 
Validation procedures were not changed. In the 
following an overview of the overall verifica-
tion and validation approach is provided, in-
cluding methodology and procedures. Stern et 
al. (2001) should be consulted for detailed 
presentation and discussions. 

3 VERIFICATION AND VALIDATION 
METHODOLOGY 

The definitions of errors and uncertainties 
directly follow those used in experimental un-
certainty analysis. The simulation error δS is 
defined as the difference between a simulation 
result S and the truth T and is composed of 
additive modelling δSM and numerical δSN er-
rors (i.e., S δδδ +=−=

SNSNSN δδ = * *
SNδ

SN

). For certain 
conditions, both the sign and magnitude of the 
numerical error can be estimated as 

 where  is an estimate of 

the sign and magnitude of 

ε+

 and δ SNε  is the 
error in that estimate. The simulation value is 
corrected to provide a numerical benchmark 

, which is defined CS

*
SNC SS δ−=

SN

*
SNδ

NSC

I

    (1) 

Verification is defined as a process for as-
sessing simulation numerical uncertainty U  
and, when conditions permit, estimating the 
sign and magnitude  of the simulation nu-
merical error itself and the uncertainty in that 
error estimate U . For the uncorrected simu-
lation approach, numerical error is decomposed 
into contributions from iteration number δ , 
grid size Gδ , time step Tδ , and other parame-
ters Pδ , which gives the following expression 
for simulation numerical uncertainty 

22222
PTGISN UUUUU +++=

CS
*
SNδ

NSc
U

*****
PTGISN δδδδδ +++=

22222
CCCCc PTGINS UUUUU +++=

SM

SM

  (2) 

For the corrected simulation approach, the so-
lution is corrected to produce a numerical 
benchmark  and the estimated simulation 
numerical error  and corrected uncertainty 

 are given by 

   (3) 

  (4) 

Validation is defined as a process for as-
sessing simulation modelling uncertainty U  
by using benchmark experimental data and, 
when conditions permit, estimating the sign 
and magnitude of the modelling error δ  it-
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self. The comparison error E  is given by the 
difference in the data and simulation  val-
ues 

D S

SMDD ( )SNSE δ=   (5) δ −=

SM

− δ +

Modelling errors δ  can be decomposed into 
modelling assumptions and use of previous 
data. To determine if validation has been 
achieved, E  is compared to the validation un-
certainty  given by VU

2
DU + 22

SNV UU =     (6) 

If VUE < , the combination of all the errors in 
and is smaller than U and validation is 

achieved at the  level. If 
D S V

VU EV <<

E
U , the 

sign and magnitude of SMδ≈  can be used to 
make modelling improvements. For the cor-
rected simulation, equations equivalent to Eqs. 
(5) and (6) are 

( )SMDDE SNCS εδδ +−==

2222
NDV CC

UU −=

xΔ

1,,2,3,1,2, /// −

−

2
EC

U

  (7) 

SU+SM U=   (8) 

4 VERIFICATION PROCEDURES 

4.1 Convergence Studies 

Iterative and parameter convergence studies 
are conducted using multiple solutions (at least 
3) with systematic parameter refinement by 
varying the ith input parameter  while hold-
ing all other parameters constant. The present 
work assumes input parameters can be ex-
pressed such that the finest resolution corre-
sponds to the limit of infinitely small parameter 

values. Many common input parameters are of 
this form, e.g., grid spacing, time step, and arti-
ficial dissipation. Additionally, a uniform pa-
rameter refinement ratio 

= Δ Δ = Δ Δ=Δ Δ mimiiiiii xxxxxxr

2

 

i

between solutions is assumed for presentation 
purposes, but not required. Iterative errors must 
be accurately estimated or negligible in com-
parison to errors due to input parameters before 
accurate convergence studies can be conducted. 

Careful consideration should be given to se-
lection of uniform parameter refinement ratio. 
The most appropriate values for industrial CFD 
are not yet fully established. Small values (i.e., 
very close to one) are undesirable since solu-
tion changes will be small and sensitivity to 
input parameter may be difficult to identify 
compared to iterative errors. Large values alle-
viate this problem; however, they also may be 
undesirable since the finest step size may be 
prohibitively small (i.e., require many steps) if 
the coarsest step size is designed for sufficient 
resolution such that similar physics are re-
solved for all m solutions. Also, similarly as for 
small values, solution changes for the finest 
step size may be difficult to identify compared 
to iterative errors since iterative convergence is 
more difficult for small step size. Another issue 
is that for parameter refinement ratio other than 
=ir

2

, interpolation to a common location is 
required to compute solution changes, which 
introduces interpolation errors. Roache (1998) 
discusses methods for evaluating interpolation 
errors. However, for industrial CFD, =ir  
may often be too large. A good alternative may 
be 2=ir , as it provides fairly large parame-
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3=m
2

ter refinement ratio and at least enables prolon-
gation of the coarse-parameter solution as an 
initial guess for the fine-parameter solution. 

Convergence studies require a minimum of 
 solutions to evaluate convergence with 

respect to input parameter. Note that =m  is 
inadequate, as it only indicates sensitivity and 
not convergence, and that  may be re-
quired. Changes between medium-fine 

 and coarse-medium 

 solutions are used to define 
the convergence ratio 

3>m

1,2,21,
ˆˆ
iii SS −=

2,3,32,
ˆˆ
iii SS −=ε

21, / iiiR

ε

32,εε=

1,
ˆ
iS 3,

ˆ
iS

1<

iU
*
iδ

Ci
U

US

    (9) 

and to determine convergence condition where 
, ,  correspond to solutions with 

fine, medium, and coarse input parameter, re-
spectively, corrected for iterative errors. Three 
convergence conditions are possible: 

2,
ˆ
iS

(i) Monotonic convergence:  0 <iR

0<(ii) Oscillatory convergence:           (10) iR

(iii) Divergence:  1>iR

LS

For condition (i), generalized Richardson ex-
trapolation (RE) is used to estimate or  
and . For condition (ii), uncertainties are 
estimated simply by attempting to bound the 
error based on oscillation maximums  and 

minimums , i.e., ( S− )L

3

US2
1

i =U . For os-

cillatory convergence (ii), the solutions exhibit 
oscillations, which may be erroneously identi-
fied as condition (i) or (iii). This is apparent if 

one considers evaluating convergence condi-
tion from three points on a sinusoidal curve 
(Coleman et al., 2001). Depending on where 
the three points fall on the curve, the condition 
could be incorrectly diagnosed as either mono-
tonic convergence or divergence. Bounding the 
error based on oscillation maximum and mini-
mum for condition (ii) requires more than 

=m

*
iδ

ip

ix

 solutions. For condition (iii), errors and 
uncertainties cannot be estimated. 

4.2 Generalized Richardson Extrapolation 

For convergence condition (i), generalized 
RE is used to estimate the error  due to se-
lection of the ith input parameter and order-of-
accuracy . The error is expanded in a power 
series expansion with integer powers of Δ  as 
a finite sum. The accuracy of the estimates de-
pends on how many terms are retained in the 
expansion, the magnitude (importance) of the 
higher-order terms, and the validity of the as-
sumptions made in RE theory. 

With three solutions, only the leading term 
can be estimated, which provides one-term es-
timates for error and order of accuracy 

1
21,)1(*

1, −
=

ii p
i

i
RE r

ε
δ             (11) 

( )
( )i

ii
i r
p

ln
/ln 21,32,ε ε

=             (12) 

With five solutions, two terms can be esti-
mated, which provides two-term estimates for 
error and orders of accuracy 
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( )(

( )( )1−−
−

iii q
i

p
i

q
i rrr

1

32,21,

32,21,)2(*
1,

−

−−
−

=

i

iii

i

i

ii
p
i

p
i

p
i

q
i

ii
q
i

RE

r

rrr
r

εε

εε
δ

                     (13) 

( ) ( )[ ][ ]
( )

( )[
( )
( )[ ]]
i

iiii
i

i

iiii
i

r
ba

q

r
ba

p

ln
2/ln

ln
2/ln

43,21,

43,21,

εε

εε

−
=

+
=

i

i

2
32,

2
32,

ε

ε

−

−

( )
2132,21,

54,
33

43,21,
2

43,
2
32,

43,32,54,21,

6

43

iii

iiiiii

iiiii

b

a

εεε

εεεεε

εεεε

−

++−=

−=

ip

iq 12 += nm
n

    (14) 

where 

2
54,

32,

i

i

ε

ε
2
,54,43, ii εε +

 

Solutions for analytical benchmarks show 
that the range of applicability for Eqs. (13) and 
(14) is more restrictive than that for Eqs. (11) 
and (12) since all five solutions must be both 
monotonically convergent and sufficiently 
close to the asymptotic range to evaluate  
and  in Eq. (14). In general,  solu-
tions are required to estimate the first  terms 
of the error expansion. 

4.3 Estimating Errors and Uncertainties 
with Correction Factor 

The concept of correction factors is based 
on verification studies for 1D wave equation, 
2D Laplace equation, and Blasius boundary 
layer analytical benchmarks for which it is 
shown that a multiplicative correction factor is 
useful as a quantitative metric to determine 
proximity of the solutions to the asymptotic 

range, to account for the effects of higher-order 
terms, and for estimating errors and uncertain-
ties. The error is defined as 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

==
1

21,**
1, 1, ii p

i

i
iREii r
CC

ε
δδ

iC

i
*

1,iREδ

ip

esti
p

          (15) 

where two expressions for the correction factor 
 were developed. The first is based on solu-

tion of Eq. (15) for C with  based on Eq. 

(11) but replacing with the improved esti-
mate  

1
1
−
−

=
iest

i

p
i

p
i

i r
rC

esti
p

1→i

*
1,iREδ ip i

esti
p

esti
q

            (16) 

 is an estimate for the limiting order of ac-
curacy of the first term as spacing size goes to 
zero and the asymptotic range is reached so 
that C . Similarly, the second is based on a 
two-term estimate of the power series which is 
used to estimate  where  and q  are re-

placed with  and  

( )( )
( )( )
( )( )
( )( )1

1/

1
1/

21,32,

21,32,

−−
−−

+

−−
−−

=

iestiestiest

iiest

iestiestiest

iiest

q
i

q
i

p
i

p
i

p
iii

p
i

q
i

p
i

p
i

q
iii

i

rrr
rr

rrr
rr

C

εε

εε

ip esti
p

iC

          (17) 

Eq. (16) roughly accounts for the effects of 
higher-order terms by replacing  with  
thereby improving the single-term estimate, 
while Eq. (17) more rigorously accounts for 
higher-order terms since it is derived from a 
two-term estimate. Both expressions for  
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i

iC

i

iU
*
,iδ

only require three solutions to estimate errors 
using Eq. (15). Solutions for analytical bench-
marks show that correction of error estimates 
with both expressions for C  yields improved 
error estimates. 

Expressions for uncertainties are developed 
from error estimates in Eq. (15). When solu-
tions are far from the asymptotic range,  is 
sufficiently less than or greater than 1 and only 
the magnitude of the error is estimated through 
the uncertainty U . Eq. (15) is used to estimate 

 by bounding the error  by the sum of the 
absolute value of the corrected estimate from 
RE and the absolute value of the amount of the 
correction 

1

( ) *
1,

1
iREiii CCU δ−+=

1

                      (18) 

It is shown by Wilson and Stern (2002) that Eq. 
(18) is not conservative enough for <iC , 
which motivates development of an improved 
estimate 

( ) *
1,

112
iREii CU δ+−=

iC

Ci
U

           (19) 

When solutions are close to the asymptotic 
range,  is close to 1 so that  is estimated 
using Eq. (

*
iδ

15) and  is estimated by 

*
1,

1
iC REii CU δ−=

1

                     (20) 

Eq. (20) has the correct form for both <i
1>iC

i

1→kC

( )

C  
and . It should be recognized that using 
the corrected simulation approach requires in 
addition to C  close to 1 that one have confi-
dence in Eq. (15). There are many reasons for 

lack of confidence, especially for complex 
three-dimensional flows. 

As pointed out by Roache (2003) Eqs. (19) 
and (20) have the short-coming that as  
the method reverts to Richardson Extrapola-
tion, which produces only ~50% uncertainty 
estimate. Based on this criticism a further revi-
sion of the uncertainty estimates have been 
presented by Wilson et al. (2004). The final 
uncertainty estimates for the uncorrected and 
corrected approaches respectively are given as 

[ ]
[ ]⎪⎩

⎪
⎨
⎧

≥−+−

<−+−
=

125.01,112

125.01,1.116.9
*

*2

1,

1,

iREi

iREi
i CC

CC
U

i

i

δ

δ

( )

                                                                     (21) 

[ ]
[ ]⎪⎩

⎪
⎨
⎧

≥−−

<−+−
=

25.01,1

25.01,1.014.2
*

*2

1,

1,

iREi

iREi
i CC

CC
U

i

i

C δ

δ

1

                                                                     (22) 

These uncertainty estimates merge smoothly 
with the previous uncertainty estimates and 
provide 10% factor of safety in the limit =iC

iU

SF

. 

4.4 Estimating Uncertainties with Factors 
of Safety 

Alternatively, a factor of safety approach 
(Roache, 1998) can be used to define the un-
certainty  where an error estimate from RE 
is multiplied by a factor of safety to bound 
simulation error 

*
1,iRESi FU δ=             (23) 
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*
1,iREδwhere  can be based on a single- or two-

term estimate as given by Eq. (11) or (13), re-
spectively with either assumed or estimated 
order of accuracy. If order of accuracy is as-
sumed (e.g., based on theoretical values), only 
two or three solutions are required for evalua-
tion of Eq. (11) or (13), respectively. 

232,221, / iiiR εε=

Although not proposed by Roache (1998), 
the factor of safety approach can be used for 
situations where the solution is corrected with 
an error estimate from RE as 

( ) *1 REδ−
1,iC Si FU =

25.1=SF

thp

iR

21,i

           (24) 

The exact value for factor of safety is some-
what ambiguous and  is recom-
mended for careful grid studies and 3 for cases 
in which only two grids are used and order of 
accuracy is assumed from the theoretical value 

. 

4.5 Estimating Errors and Uncertainties 
for Point Variables 

Determination of the convergence ratio  
for point variables can be problematic since 
solution changes ε and 32,iε  can both go to 
zero (e.g., in regions where the solution con-
tains an inflection point). In this case, the ratio 
becomes ill conditioned. However, the conver-
gence ratio can be used in regions where the 
solution changes are both non-zero (e.g., local 
solution maximums or minimums). 

Another approach is to use a global conver-
gence ratio  and order of accuracy , which 
overcomes ill conditioning, based on the L2 
norm of the solution changes, i.e., 

iR

           (25) 

ip

( )
( )i

ii
i r
p

ln
/ln

221,232, εε
=            (26) 

where  denotes a profile-averaged quantity 
(with ratio of solution changes based on L2 

norms) and 
2/1

1

2
2 ⎟

⎠

⎞
⎜
⎝

⎛
= ∑

=

N

k
kεε

N

1

 denotes the L2 

norm of solution change over the  points in 
the region of interest. Caution should be exer-
cised when defining the convergence ratio from 
the ratio of the L2 norm of solution changes 
because the oscillatory condition ( <iR ) can-
not be diagnosed since iR

iR

i

 will always be 
greater than zero. Local values of  at solu-
tion maximums or minimums should also be 
examined to confirm the convergence condi-
tion based on an L2 norm definition. 

For verification of the uncorrected solution 
Eqs. (21) or (23) are used to estimate distribu-
tions of U  at each point from the local solution 
change 21,iε , where ip  is estimated from Eq. 

(26). Similarly, for the corrected solution, ip  

sed to estimate *
iδ  an

Ci
U  at each point 

using Eqs. (
is u d 

15) or (11) and (22) or (24), respec-
tively. An L2 norm of point distributions of 
errors and uncertainties are then used to assess 
verification levels and to judge if validation has 
been achieved globally. 

An alternate approach suggested by Hoek-
stra et al. (2000) is to transform the spatial pro-
file to wave number space and to perform a 
convergence study on the amplitude distribu-
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  ill-
conditioning of the convergence ratio, iR . 

ndamental and 
Practical Issues 

 ensure fidelity and quality of CFD 
solutions. 

ion

tion of the Fourier modes. In principle, this ap-
proach would remove the problem of

4.6 Discussion of Fu

It should be recognized that implementation 
of verification procedures is not easy and re-
quire both experience and interpretation of re-
sults, especially for practical applications. 
However, their importance cannot be overem-
phasized to

Fundamental issues include from the outset 
selection of multiple vs. single grid approaches 
for estimating errors and uncertainties. How-
ever, as discussed in Section 7 of 23rd ITTC 
RC Report, the former approach can be used to 
establish convergence and is relatively inex-
pensive to implement and therefore recom-
mended at this time. For multiple-grid ap-
proaches, important fundamental issues include 
appropriateness of power series representation 
[Eq. (27) of Stern et al. (2001)] and its conver-
gence characteristics along with assumpt s 
that )(k

ip  and )(k
iq  are independent of ixΔ . 

Also, issues concerning definitions and nature 
of solutions in asymptotic vs. non-asymptotic 
ranges. 

-
rpretation of results. 

These fundamental issues are exacerbated 
for practical applications along with additional 
is-sues, including selection of parameter re-
finement ratio, procedures for generation of 
multiple systematic grids and solutions, num-
ber of grids required and variability between 
grid studies, selection of appropriate verifica
tion procedures, and inte

Selection of parameter refinement ratio was 
discussed previously in Section 4.1 wherein 
use of uniform value 2=ir  was recom-
mended; however, non-uniform and lar-
ger/smaller values may also be appropriate un-
der certain circumstances. Wilson and Stern 
(2002) discuss procedures for generation of 
multiple systematic grids and solutions. Multi-
ple systematic grids are generated using 

2=ir  and a post-processing tool in which the 
coarse grid is obtained by removing every 
other point from the fine grid and the medium 
grid is obtained by interpolation. Multiple solu-
tions are obtained by first obtaining a solution 
for the coarse grid with a uniform flow initial 
condition, which is then used as an initial con-
dition for obtaining a solution on the medium 
grid, which is then used as an initial condition 
for obtaining a solution on the fine grid. This 
procedure can be used to obtain solutions on all 
three grids in about 1/3 the time required to ob-
tain only the fine grid solution without this 
procedure. 

For complex flows with relatively coarse 
grids, solutions may be far from asymptotic 
range such that some variables are convergent 
while others are oscillatory or even divergent. 
Order of accuracy and therefore correction fac-
tors and factors of safety may display large 
variability indicating the need for finer grids. 
Clearly, more than 3 grids are required to esti-
mate errors and uncertainties for such cases. 
Eca and Hoekstra (1999, 2000) propose a least 
squares approach to estimate the error by com-
puting the three unknown parameters from RE 
when more than three grids are used and there 
is variability between grid studies. 

Both correction factor and factor of safety 
verification approaches have been presented 
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iC

with selection a user option. Wilson and Stern 
(2002) have shown that the factor of safety ap-
proach is over conservative when solutions are 
close to the asymptotic range and under con-
servative when solutions are far from the as-
ymptotic range. Nonetheless some users may 
prefer factors of safety over correction factors. 
An alternative is to select the more conserva-
tive uncertainty from the correction factor and 
factor of safety approaches. For the uncor-
rected simulation approach the more conserva-
tive uncertainty is given as the maximum of 
Eqs. (21) and (23). 

For the corrected simulation approach, the 
more conservative uncertainty is given as the 
maximum of Eqs. (22) and (24). 

For FS = 1.25, uncorrected uncertainty es-
timates are based on the factor of safety ap-

proach when  is close to one (i.e., 0.875 < Ci 
< 1.125) and on the correction factor approach 
outside this range (i.e., 125.01 >− iC ). For the 
corrected approach, uncertainties are based on 
the correction factor approach, when 

25.01 >− iC

SN

V

. When using correction factors 
an important issue is selection of the best esti-
mate for the limiting order of accuracy. Theo-
retical values can be used or values based on 
solutions for simplified geometry and condi-
tions, in either case, preferably including the 
effects of stretched grids. 

Lastly, analysis and interpretation of results 
is important in assessing variability for order of 
accuracy, levels of verification, and strategies 
for reducing numerical and modelling errors 
and uncertainties; since, as already mentioned, 
there is limited experience and no known solu-

tions for practical applications in the asymp-
totic range for guidance. 

5 VALIDATION PROCEDURES 

5.1 Interpretation of the Results of a 
Validation Effort 

First, consider the approach in which the 
simulation numerical error is taken to be sto-
chastic and thus the uncertainty U  is esti-
mated. From a general perspective, if we con-
sider the three variables U , E reqd, and U  
there are six combinations (assuming none of 
the three variables are equal): 

1) reqdV UUE <<  

2) Vreqd UUE <<  

3) Vreqd UE <<U  

4) reqdV UE <<U             (27) 

5) EUreqdV <<U  

6) EUVreqd <<U  

In cases 1, 2 and 3, VUE <

V

SMA

; validation is 
achieved at the U  level; and the comparison 
error is below the noise level, so attempting to 
estimate δ  is not feasible from an uncer-
tainty standpoint. In case 1, validation has been 
achieved at a level below U , so validation is 
successful from a programmatic standpoint. 

reqd
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In cases 4, 5 and 6, EU , so the com-
parison error is above the noise level and using 
the sign and magnitude of 

V <

E  to estimate SMAδ  
is feasible from an uncertainty standpoint. If 

EUV << , then E  corresponds to SMAδ  and the 
error from the modelling assumptions can be 
determined unambiguously. In case 4, valida-
tion is successful at the E

U

 level from a pro-
grammatic standpoint. 

Now consider the approach in which the 
simulation numerical error is taken to be de-
terministic and thus  and the uncertainty 

 are estimated. A similar set of compari-
sons as those in equation (

*
SNδ

CV

27) can be con-
structed using CE , , and . Since  
can be larger or smaller than 

CV
U reqdU CE

E , but U  
should always be less than U , the results for a 
given corrected case are not necessarily analo-
gous to those for the corresponding uncorrected 
case. That is, a variable can be validated in the 
corrected but not in the uncorrected case, or 
vice versa. For cases 4, 5, and 6 in which 

CV

V

CV EU
C
< CE

SMA

, one can argue that  is a better 
indicator of δ  than is E , assuming that 
one’s confidence in using the estimate  is 
not misplaced. 

*
SNδ

5.2 Use of Corrected vs. Uncorrected 
Simulation Results 

The requirements for correcting the solution 
are that the correction factor be close to one 
and that confidence in solutions exist. Since the 
variability of the order of accuracy cannot be 
determined from solutions on three grids, con-
fidence is difficult to establish in this case. As a 

result, caution should be exercised when cor-
recting solutions using information from only 
three grids. 

If a validation using the corrected approach 
is successful at a set condition, then if one 
chooses to associate that validation uncertainty 
level with the simulation's prediction at a 
neighbouring condition that prediction must 
also be corrected. That means enough runs are 
required at the new condition to allow estima-
tion of the numerical errors and uncertainties. 
If this is not done, then the comparison error E  
and validation uncertainty U  corresponding to 
the use of the uncorrected  and its associated 
(larger)  should be the ones considered in 
the validation with which one wants to associ-
ate the prediction at a new condition. (Whether 
to and how to associate an uncertainty level at 
a validated condition with a prediction at a 
neighbouring condition is very much unre-
solved and is justifiably the subject of much 
debate at this time.) 

V

S
SNU

 

6 REFERENCES 

Coleman, H. W. and Stern, F., 1997, “Uncer-
tainties in CFD Code Validation”, ASME J. 
Fluids Eng., Vol. 119, pp. 795-803. 

Coleman, H, Stern, F., Di Mascio, A., Cam-
pagna, E. “Technical Note: The Problem 
with Oscillatory Behavior in Grid Conver-
gence Studies”, ASME J. Fluids Eng., Vol. 
123, Issue 2, June 2001, pp. 438-439. 

Eca, L., and Hoekstra, M., 1999, “On the nu-
merical verification of ship stern flow cal-



 

ITTC – Recommended 
Procedures and Guidelines 

7.5-03 
-01-01 

Page 12 of 12 

Uncertainty Analysis in CFD 
Verification and Validation 

Methodology and Procedures 

Effective Date 
2008 

Revision
02 

 

 

 

culations”, 1st MARNET workshop, Barce-
lona, Spain. 

Eca, L., and Hoekstra, M., 2000, “On the Ap-
plication of Verification Procedures in 
Computational Fluid Dynamics”, 2nd 
MARNET workshop, Copenhagen, 2000. 

Hoekstra, M., Eca, L., Windt, J., and Raven, 
H., 2000 “Viscous Flow Calculations for 
KVLCC2 AND KCS Models Using the 
PARNASSOS Code”, Proceedings Gothen-
burg 2000 A Workshop on Numerical Ship 
Hydrodynamics, Gothenburg, Sweden. 

ISO, 1995, Guide to the expression of uncer-
tainty in measurement, International Or-
ganization for Standardization, ISBN 92-
67-10188-9 

Larsson, L., Stern, F., Bertram, V., 2000 
“Gothenburg 2000 A Workshop on Nu-
merical Ship Hydrodynamics”, Chalmers 
University of Technology, Gothenburg 
Sweden, Sept. 

Roache, P.J., 1998, Verification and Validation 
in Computational Science and Engineering, 
Hermosa publishers, Albuquerque, New 
Mexico. 

Roache, P.J., 2003, “Criticism of the Correc-
tion Factor Verification Method”, ASME J. 
Fluids Eng., Vol. 125, July 2003. 

Stern, F., Wilson, R.V., Coleman, H., and 
Paterson, E., 2001, “Comprehensive Ap-
proach to Verification and Validation of 
CFD Simulations-Part 1: Methodology and 
Procedures”, ASME J. Fluids Eng., Vol. 
123, Dec. 2001. 

Wilson, R., Stern, F., Coleman, H., and Pater-
son, E., 2001, “Comprehensive Approach to 
Verification and Validation of CFD Simula-
tions-Part2: Application for RANS Simula-
tion of A Cargo/Container Ship”, ASME J. 
Fluids Eng., Vol. 123, Dec. 2001. 

Wilson, R. and Stern, F., 2002, “Verification 
and Validation for RANS Simulation of a 
Naval Surface Combatant”, Standards for 
CFD in the Aerospace Industry, 2002 
AIAA Aerospace Sciences Meeting, Reno, 
Nevada, 14-17 January 2002. 

Wilson, R., Shao, J. and Stern, F., 2004, “Dis-
cussion: Criticism of the Correction Factor 
Verification Method”, ASME J. Fluids 
Eng., Vol. 126, July 2004. 

 

 


